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Abstract: Selectivity estimation for spatial query  is curial in 
Spatial Database Management Systems(SDBMS). Many works 
have been performed to estimate accurate selectivity. Although 
they deal with some problems such as false-count, multi-count 
arising from properties of spatial dataset, they can not get such 
effects in little memory space.*   Therefore, we need to compress 
spatial dataset into little memory. In this paper, we propose a new 
technique called MW Histogram which is able to compress 
summary data and get reasonable results. Our method is based 
on two techniques:(a)MinSkew partitioning algorithm which 
deal with skewed spatial datasets efficiently (b) Wavelet trans-
formation which compression effect is proven. We evaluate our 
method via real datasets. The experimental result shows that 
the MW Histogram has the ability of providing estimates with 
low relative error and retaining the similar estimates even if 
memory space is small. 
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1. Introduction 
 

Accurate estimates of the result size of geometric que-
ries are curial to several query processing components of 
spatial database management system (SDBMS). Selec-
tivity is used in cost-based processor as intermediate 
results. Sophisticated user interfaces also use estimates 
of result sizes as feedback to users before a query is ac-
tually executed. Since it is infeasible to run the entire 
query to compute the result sizes, estimating selectivity 
does on the basis of summary data which is generated by 
approximation of underlying data. To obtain good selec-
tivity, it is important to make summary data reflecting 
data distribution perfectly. To do so, we need too much 
memory space but can do because many applications 
have required it to be retained with small. It is  also hard 
to get good summary data as  spatial search space has 
enlarged more than more since GIS were  used in various 
fields.  
As important and well-known issues to estimate spatial 
selectivity, there are  false-counting and multi-counting. 
To settle above problems, many histograms have been 
proposed in the literature [2, 3, 4]. We found two ideas to 
get compression effects in these literatures. First, Previ-
ous histograms use axis split which split entire space into 
two subsets called “bucket”1. In the case that all objects 
are placed on some corner, we generate four buckets. In 
fact, we need just two buckets in retaining because re-
main buckets have same frequency. That is, we can re-
duce two buckets. Second, it is a fact that the distribution 
of frequencies over the input domain does not vary dra-
matically in spatial data. If many buckets which have 
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same frequency are placed on some of adjacent area, 
they can be replaced with one bucket. 

Motivated by the above reasoning, we propose a MW 
Histogram combined MinSkew split method and haar 
wavelet transform.  MinSkew split make buckets which 
have grid cells with similar frequency and wavelet trans-
form replace such cells with one cell. As a result, MW 
histogram can not handle well the skewed space but also 
make compressed summary data. 

The rest of this paper is organized as follows. In the 
next section we summarize related work. The proposed 
structure and algorithm of MW Histogram is presented 
in section 2. In section 3 we describe the superiority of 
our technique through comparing with Wavelet and 
MinSkew. Finally, we draw conclusions and give a fu-
ture work in Section 4. 
 

2. Related Work 
 

Selectivity estimation is a well-studied problem for 
traditional data types such as integers. Histograms are 
most widely used form for estimating selectivity in rela-
tional database systems. However, spatial histograms is a 
relatively new topic, and some techniques for range que-
ries have been proposed in the literature [2, 3, 4]. 

In [2], Acharya et. al. proposed the MinSkew algo-
rithm. The MinSkew algorithm starts with a density his-
togram of the dataset, which effectively transforms re-
gion objects to point data. The density histogram is fur-
ther split into more buckets until the given bucket count 
is reached or the sum of the variance in each bucket can-
not be reduced by additional splitting. In result, the Min-
Skew algorithm constructs a spatial histogram to mini-
mize the spatial-skew of spatial objects. The CD (Cumu-
lative Density) Histogram and Euler Histogram is pro-
posed in [3, 4]. As in the CD Histogram, Euler Histo-
gram also addresses the multiple-count problem. 

In [1] Matias et al , as compress histogram, introduce 
a new type of histograms, called wavelet-based histo-
grams, based upon multidimensional wavelet 
decomp osition. Wavelet decomposition is performed on 
the underlying data distribution, and most significant 
wavelet coefficients are chosen to compose the 
histogram. In other words, the data points are 
compressed into a set of numbers via a sophisticated 
multi-resolution transformation. This approach can be 
extended very naturally to efficiently compress the joint 
distribution of multiple attribute. We propose a new 
method, called MW Histogram, applying one of wavelet-
based techniques, Haar Wavelet, to estimate selectivity 
for spatial range query on skewed spatial datasets . 



3. MW Histogram 
 

Although MinSkew histogram requires additive me m-
ory space so that spatial-skew of buckets comes near to 
zero and axis split turns out useless buckets, it is advan-
tage that the grid cells have similar frequencies in the 
same bucket. On the other hand, Wavelet-based histo-
gram show good compression but it is difficult to get 
reasonable selectivity when data distribution is highly 
skewed or required space is very little. Fortunately, the 
two histograms can supplement defects of each other. So, 
we combine MinSkew spatial partitioning and wavelet 
transform. Our basic idea is that: if each bucket has 
minimum skew by partitioning, the frequency of grid 
cells is getting similar to adjacent grids in the same 
bucket. if so, the number of coefficients retaining is get-
ting smaller by wavelet transform. This  fact gives us 
good summary data even if the required memory size is 
very small. 
 
1) The Structure of MW Histogram 
 

The structure of MW histogram is composed of a bi-
nary tree and a wavelet synopsis in several buckets (Fig 
3.1).  A binary tree is composed of split nodes and 
buckets. The split node has split information such as split 
axis, split position, spatial skew along split axis, a 
pointer of left child and right child. The bucket has the 
data distribution of wavelet synopsis mapped into spatial 
domain  such as spatial skew and wavelet synopsis which 
is composed of index and coefficient. By partitioning, if 
it requires b buckets, the number of split nodes is b-1. 
Therefore, Let total memory size is M. M is below: Ws is 
the number of wavelet coefficients retaining. 

      M = 5(b�1) + b(1+2Ws)              (1) 
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Fig. 1. the structure of MW histogram 
 
2) Construction of MW Histogram 
 

The construction of MW histogram is accomplished 
by partitioning , wavelet transforming and shrinking step.  
 
Step1. Partitioning 

At first, we transform spatial domain to a grid with 

equal dimension size. The value of each grid cell is allo-
cated by counting all objects intersected with the grid 
cell and then partitioning is executed. The pseudo-code 
for the algorithm is below: 
 
Algorithm Partitioning 
Start with a single bucket consisting of all the regions 
while there are less buckets than needed 

For each current bucket do 
 Find the bucket which has the biggest skew along 

axis among current buckets. The axis of the bucket 
is split axis. 

  EndFor 
  Pick the bucket whose split position will lead to the 

greatest reduction in spatial-skew and then Split the 
bucket into two and assign regions from the old buck-
ets into the new buckets and generate a split node. 

  The split node is arranged into split tree 
Endwhile 
 
Step2. Wavelet Transforming 

After partitioning, refine the grid cells by splitting 
each cell into four identical cells and then assign each 
rectangle in the input to the cells  whose MBR contains 
the center of the rectangle. This step is composed of 
space-filling ordering and wavelet transforming. 

First, Z-mirror, as space-filling order along split axis 
on each bucket, is executed to transform 2D array into 
1D array. 

Second, we transform the 1D array into a wavelet 
synopsis by 1D haar wavelet. Remove then coefficients 
whose value is zero. 
 
Step3. Shrinking 

It assigns the number of retaining coefficients along 
spatial skew. The higher skew go, the bigger it grows. 
 

3) Selectivity Estimation 
 

Fig. 3.1(d) show selectivity estimates for given query 
Q <qxl, qyl,  qxh,  qyh>. Whenever the query visits split 
nodes, the query is split by split index of the split-nodes 
along split axis until it reach to buckets. And then, selec-
tivity is computed as sum of estimating input values that 
is recovered by wavelet recovery function, within a 
range of each split query. 
 

4) Compression Effects 
 

Bucket of Traditional histogram is composed of six 
elements. If size of all elements is a unit space, size of 
one bucket is 6. If total buckets is B, total memory size 
M is M=6B. While total memory size M of MW histo-
gram is like (1) equation if total bucket is b and split 
nodes is b-1 and Ws is wavelet coefficients in histogram. 
If both histograms have same memory size, we get an 
equation as follow: 
            6B = 5(b�1) + b(1+2Ws)           (2) 

In case that B of MinSkew Histogram is 60 and b is 20, 
we can compute the number of wavelet coefficients 



(Ws) : Ws is 6. However, we consider one coefficient as 
one bucket because it was mapped into some location in 
space. In result, MinSkew histogram has 60 buckets 
same as before but MW histogram has 20*6 = 120 buck-
ets. The fact shows me that MW histogram can obtain 
compression effect surprisingly. In other word, we can 
estimate similar selectivity despite a half of memory size 
of MinSkew. 
 

4. Experimental Evaluation 
 

We compare the effectiveness of MW histogram with 
MinSkew histogram to lay emphasis of compression 
effects and reasonable selectivity estimates. We can not 
find a large amount of spatial data so we use normal data 
distribution about 11,000 objects. To make similar sur-
rounding, test environment is below: 
 
resolution r : 64,  memory size M : 60 ~720 unit 
query size |Q| : 5% ~ 20%. 
MW0~MW2 has a different bucket size as ratio { 0.3, 
0.5, 0.7} X M/6 
MW-20~40 has a half of memory size M of MinSkew 
Histogram. 
 

In our experimental result, Fig 4.1~3 show that MW 
histogram is better on small queries than MinSkew His-
togram. Fig 4.1 and Fig 4.3 show that retaining many 
coefficients help us get good selectivity in very small 
memory and also MW Histogram maintaining many 
buckets has low relative error in large memory. Above 
facts prove that our proposed histogram can usefully 
apply to spatial database which is on very large spatial 
domain. In addition, we do not optimize to allocate dif-
ferently coefficients every bucket. The skewed bucket 
should have more coefficients than non-skewed buckets. 
In spite of these facts, our experimental evaluation is quit 
successful.  
 

5. Conclusions 
 

Previous Histograms  require very large memory space 
to maintain high accuracy of selectivity if spatial domain 
is also large. Therefore, we proposed a new method 
called MW histogram that could get reasonable selectiv-
ity with small memory size.  

 

MinSkew
MW0 MW1 MW2 2

0
Q

1
0
Q

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

a
ve
ra
g
e
 r
e
la
ti
ve
 e
rr
o
r 20Q 15Q 10Q 5Q

 
Fig. 2. relative error along query size and memory size 
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Fig. 3. relative error along query size 
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  Fig. 4. relative error along memory size 
 
MW histogram combined modified spatial split method 
with Haar Wavelet transformation so that we obtained 
maximum compression effects consequently. Based on 
our experimental and theoretical analysis of the new 
technique and adaptations of previously known tech-
niques, we are able to show that: (a) MinSkew change 
selectivity error sensitively by changing memory size. 
(b) Our technique which called MW Histogram can ob-
tain maximum compression effects and reasonable selec-
tivity simultaneously. Our MW histogram is useful in 
very large spatial domain. 

In the future, we need to analyze our histogram to im-
prove much experimental evaluation. We also will ex-
tend our histogram to do work easily about dynamic in-
sertion and updating. 
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