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Abstract

In this paper, we introduce the hybrid data mining mechanism based on association rule and fuzzy
neural networks (FNN). Most of data mining mechanisms are depended on the association rule extraction
algorithm. However, the basic association rule-based data mining has not the leaming ability. In addition,
sequential patterns of association rules could not represent the complicate fuzzy logic. To resolve these
problems, we suggest the hybrid mechanism using association rule-based data mining, and fuzzy neural
networks. Our hybrid data mining mechanism was consisted of four phases. First, we used general
association rule mining mechanism to develop the initial rule-base. Then, in the second phase, we used
the fuzzy neural networks to leam the past historical patterns embedded in the database. Third, fuzzy rule
extraction algorithm was used to extract the implicit knowledge from the FNN. Fourth, we combine the
association knowledge base and fuzzy rules. Our proposed hybrid data mining mechanism can reflect
both association rule-based logical inference and complicate fuzzy logic.

Keywonds: fuzzy neural networks, association rules, data mining, rile extraction.

1. Introduction

Data mining is one of interested topics in the
field of knowledge discovery in database (Bonchi,
et al,, 2001; Chakrabarti et al., 1999; Changchien &
Lu, 2001; Hui & Jha, 2000; Lee et al,, 2002; Song
et al., 2001), and has been recognized as a new area
for database research. The area can be defined as
efficiently discovering interesting rules from large
collections of data.

The association rule extraction mechanism,
which was proposed by Agrawal et al.(1993), was a
most popular tools to execute the data mining.

Given a set of ttansactions, where each transaction
is a set of item, an association rule is an expression
of the form X 2 Y. X and Y means the sets of items.
An example of an association rule is: “20% of
transactions that contain beer also contain diapers;
10% of all transactions contain both these items.”
Here 20% is called the confidence of the rule, and
10% the support of the rule.

However, one of the most critical problems with
basic data mining mechanism is the lack of leaming
ability. In addition, it couldn’t represent the fuzzy
logic embedded in real world database. Combine
the leaming ability and the fuzzy logic with the
association rule mining is very difficult for general
decision makers because they require high expertise
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in data mining, artificial intelligence and fuzzy logic
(Lee et al,, 2002). In this sense, we propose a hybrid
data mining mechanism based on association rule
mining, fuzzy neural network, and fuzzy rule
extraction algorithm. Fuzzy neural networks and
fuzzy rule extraction algorithm were used to extract
the implicit fuzzy knowledge from database.

2. Methodology

Our proposed hybrid data mining mechanism was
based on fuzzy memnbership function, association
rule mining and fizzy neural networks. Which was
aimed at entiching the adaptability of knowledge
based to real-world case and reasoning ability. The
proposed mechanism consists of the four phases-
association Tule extraction, fuzzy neural networks,
and fuzzy tule exfractions. Figure 1 shows our
hybrid data mining mechanism and methodology.

2.2 Phase II: Fuzzy neural networks

The second phase is to adapt the fuzzy
membership function to traditional databases. As a
result, raw database was transformed into fuzzy
database. Then, we used the fuzzy neural networks
to leamm the implicit knowledge from the fuzzy
database.

2.3 Phase III: Fuzzy rule extractions

The fourth stage of the proposed hybrid data
mining mechanism is to apply the fuzzy rule
extraction algorithm the fuzzy neural networks.
Then, initial knowledge base was extended by these
fuzzy rules.

2.4 Phase IV: Cooperative knowledge base

The final stage of our proposed mechanism starts
with the transformation of association rules into
knowledge base. Then, association rule-based
knowledge base was combined and with fuzzy rules

extracted from fuzzy neural
Preprocessing : i Ass‘éﬁiit;sg e networks.
ﬁ il — '
Raw database l;? | 3. Implementation
Phase I ii
Assoclation rule extraction To prove the quality of hybn'd
FiZzy Henbep T ! causal knowledge base construction
function 1§ Fuzzy neural networks mechanism, we used hepatitis data
é N stored in University of California
Phase I database I Irvine’s machine leaming data
Fuzzy neural networks I - tepository. First, totally 155 data was
¢ — selected. After the pre-processing
Fuzzy rale extraction i Knowledge base such as missing data elimination,
e however, totally 80 data was used for
[? Fuzzy validation. Which was composed of
Phase TII I [ Jmowledge base 19 input variables and 1 output
Enzzg.ruls.extrastlons : } variable (two classes l:die, 2:live).
¥ The prototype  system  was
Cooperative FCM Knowledge implemented by using the Excel and
knowledge base transformation ‘J VBA language in a2 Windows XP
Phase IV m dm envirompent In addition, SPSS and
Cooperative knowledge bask Clementine 6.0.1 was also used to

Figure 1. Research methodology

2.1 Phase I: Association rule extractions

The first phase is to preprocess the raw database
and association Tule mining. In this phase, we
adopted the association rules mining technique to
extract the relationships among items and attributes.

preprocess the raw-data and extract
the association rules. We call this
prototype system as AFC (Association rule and
Fuzzy  neural  network-based  Cooperative
knowledge base). Figure 2 shows the raw database
for hepatitis check.
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Figure 2. Raw database for hepatitis check
3.1 Phase I' Association rule extraction V20 =2 (9:22.5%, 0.889)
The association rtule mining algorithm we CLASS=1<=V9=2& VE=2&V3=1&V20=2&
adopted here is an APRIORI algorithm (A al et yi2 = 1(9:22.5%, 0.889)
P , 2 n (Agraw; CLASS =2<=V9=2&V8=2&V14=2&V20=1&
al, 1993), which was known to yield a set of V7 =2 (16:40.0%, 1.0)
association rules. Based on the hepatitis data in CLASS=2<=V9=2&V8=2&VII=2&V20=1&
Figure 2, the corresponding association rules were V7= Sf”-' (162-'40-01/;’91'02) VB =28 V=2 & V20 = 1 &
- =2 <= = = = =
extracted with a threshold of 80% confidence. CLASS !

V7=2(16:40.0%, 1.0)

Figure 3 shows the association tule extraction

process using Clementine. 3.2 Phase II: Fuzzy neural networks

In the first phase, we adapted the fuzzy
membership functions to transform the real data
into fuzzy sets. Fuzzy membership functions used
in this phase was as follows (Mitra & Pal, 1994):

z(F e, d)=
1Z,~clY . 4
, -, forZ g F-cl<A
- 2( 7 for 5 gF-c|
- « . . 2
Figure 3. Asso'czahon rule fextractlon process - 2(!1’,—6]] , for0<| -l i
using Clementine A 2
qQ, otherwise
Table 1 shows an excerpt of the derived
association rules. The association rules shown in 1
Table 1 are straightforward and easy to understand Aot = 5 Py = Foi)
and interpret. Cote = P + A
1
Table 1. Example of association rules from the Arow = ——Crretirs — Frin)
database Sdenom
CLASS=1<=V9=2&V8=2&V3=1&VI1=2& Cow = Crrtion + 0.5% 2p,,,
V20 = 2 (9:22.5%, 0.889) 1
CLASS=1<=V9=2&V8=2&Vi=1&V5=2& Ay = Py = Coputin)
V20 =2 (13:32.5%, 0.846) Jaenom
CLASS =1 <=V9=2&V8=2&Vi=1&V6=1& Chigh = Crretim + 0-5% 2y

V20 =2 (11:27.5%, 0.909)

CLASS =1 <=V9=2&V8=2&V3=1&V4=1& . .
V20 =2 (7:17.5%, 1.0) Figure 4 shows the fuzzified database

CLASS =1 <=V9=2&V8=2&Vi=1&VIi=1& transformed by fuzzy membership functions.
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Figure 4. Fuzzified database

3.3 Phase IIl: Fuzzy rule extractions

After the learning of fuzzy neural networks, we
adopted the fuzzy rule exiraction algorithm
proposed by Mitra & Pal (1994) to fuzzy neural
network. Fuzzy rule extraction algorithm was
shown in Table 2.

Table 2. Fuzzy rule extraction algorithm

Step I: Path generation by backtracking
Step 1.1: Find the intermediate node i which has a

Dpositive effect on output node j in Hfoutout) layer. If
w;.” >0, Then select node i in H-1 layer
Step 1.2: Select the connection weights between i and

J
Step 1.3: Select the input node, which has an output
value more than 0.5. Then, find the connection weight
Sfrom the lower layer until there’s no connection
weight.

Step 1.4: Sort the selected connection weight list.

Step 2: Sentence generation
Adapt two conditions as follows:

Condition 1: Define the conditions for sorting. Then,
generate the If-Then rules.

Condition 2: Select the Enguistic hedge or real
vahes.

Table 3 shows the fuzzy rules extracted from
fuzzy neural networks. Where, each value means
the fuzzy membership value.

Table 3. Sample of fuzzy rules extracted from fuzzy neural
networks

CLASSS = 1<=V2_L=0.96 & V2_M=0.61 & V3=0.90 &
V4=0.90 & V5=0.90 & V6=0.90 & V7=0.90 & V8=0.90 &
V9=0.90 & V10=0.90 & V11=0.90 & V12=0.90 &
V13=0.90 & V14=0.90 & V15_L=0.98 & V15_M=0.68 &
V16_L=1.00 & V16_H=1.00 & V17_=0.92 & V17_H=0.82
& VI18_L=098 & V18_M=0.81 & VI18_H=087 &
V19_L=0.62 & V19_M=073 & V19_H=091 (95%)

CLASSS = 1<=V2_1L=078 & V2_M=091 & V5=0.90 &
V6=0.90 & V7=0.90 & V8=0.90 & V9=0.90 & V10=0.90

rules, we combined two different kinds

& V11=0.90 & V12=0.90 & V13=0.90 & V14=0.90 &
VIS_L=099 & VI16_L=0.99 & V16_M=0.64 &
V17_=0.93 & V18_H=1.00 & Vi9_H=1.00 (95%)

CLASSS =2<=V2_M=0.95 & V2_H=0.99 & V4=0.90 &
V5=0.90 & V6=0.90 & V7=0.90 & V8=0.90 & V9=0.90 &
V10=0.90 & V11=0.90 & V12=0.90 & V13=0.90 &
V14=0.90 & V15_L=0.97 & V15_M=0.56 & V16_L=0.97
& V16_M=0.55 & V16_H=0.66 & V17_=1.00 &
V17_M=0.91 & V17_H=0.79 & V18_M=1.00 &
V18_H=0.55 & V19_L=1.00 & V19_M=0.88 &
V19_H=0.81 & V20=0.90 (90%)

CLASSS =2<=V2_M=0.95 & V2_H=0.73 & V4=0.90 &
V5=0.90 & V6=0.90 & V7=0.90 & V8=0.90 & V9=0.90 &
V10=0.90 & V11=0.90 & V13=090 & V15_L=0.81 &
V15_M=0.88 & V16_L=1.00 & V17_=0.89 &
V18_M=0.60 & V18_H=0.96 & V19_M=0.96 &
V19_H=0.70 & V20=0.90 (90%)

3.4 Phase IV: Cooperative knowledge base
After the extraction of association rules and fuzzy
of

knowledge bases into cooperative knowledge base.
Table 4 shows the cooperative knowledge base.

Table 4. Example of cooperative knowledge base
CLASS=1<=V9=2&V8=2&V3=1&VI1=2&
V20 =2 (9:22.5%, 0.889)

CLASS =1<=V9=2&V8=2&V3=1&V5=2&
V20 =2(13:32.5%, 0.846)
CLASS=1<=V9=2&V8=2&V3=1&V6E=1&
V20 =2 (11:27.5%, 0.909)

CLASS =2<=V9=2&V8=2&VI4=2&V20=1&
V7=2(16:40.0%, 1.0)
CLASS=2<=V9=2&V8=2&VII=2&V20=1&
V7 =2(16:40.0%, 1.0
CLASS=2<=V9=2&V8=2&VI3=2&V20=1&
V7 =2(16:40.0%, 1.0)

CLASSS = 1<=V2_L=0.96 & V2_M=0.61 & V3=0.90 &
V4=0.90 & V5=0.90 & V6=0.90 & V7=0.90 & V8=0.90 &
V9=0.90 & V10=0.90 & V11=0.90 & V12=090 &
V13=0.90 & V14=0.90 & V15_L=0.98 & V15_M=0.68 &
V16_L=1.00 & V16_H=1.00 & V17_=0.92 & V17_H=0.82
& VI18_L=098 & V18_M=081 & VI18_H=0.87 &
V19_L=0.62 & V19_M=0.73 & V19_H=0.91 (95%)

CLASSS = 1<=V2_L=0.78 & V2_M=0.91 & V5=0.90 &
V6=0.90 & V7=0.90 & V8=0.90 & V9=0.90 & V10=0.90
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& V11=0.90 & V12=0.90 & V13=0.90 & V14=0.90 &
VI5_L=099 & V16_L=0.99& V16_M=0.64&
V17_=093 & V18_H=1.00 & V19_H=1.00 (95%)

CLASSS = 2<=V2_M=0.95 & V2_H=0.99 & V4=0.90 &
V5=0.90 & V6=0.90 & V7=0.90 & V8=0.90 & V9=0.90 &
V10=0.90 & V11=0.90 & V12=0.90 & V13=0.90 &
V14=0.90 & V15_L=0.97 & V15_M=0.56 & V16_L=097
& V16_M=0.55 & V16_H=0.66 & V17_=1.00 &
VI7_M=091 & V17_H=0.79 & V18_M=1.00 &
V18_H=0.55 & V19_L=1.00 & V19_M=0.88 &
V19_H=0.81 & V20=0.90 (90%)

CLASSS = 2<=V2_M=0.95 & V2_H=0.73 & V4=090 &
V5=0.90 & V6=0.90 & V7=0.90 & V8=0.90 & V9=0.90 &
V10=090 & V11=0.90 & V13=0.90 & V15_L=0.81 &
VIS M=088 & VI6_L=1.00 & VI7_=089 &
VI8 M=0.60 & VI8 H=09% & VIS _M=09 &
V19_H=0.70 & V20=0.90 (90%)

4. Conclusions

We introduced the problem of mining generalized
association rule. Earlier work on association rules
did not consider the learning ability of the mining
systems, and restricted the items in the association
rules to the leaf-level items in the taxonomy. An
obvious solution to the problem is to replace each
former knowledge base with an “extended fuzzy
rules” that contains the implicit knowledge of fuzzy
neural networks. We presented four phased new
hybrid mining mechanism. Empirical evaluation
showed that this mechanism extract more flexible,
and the rtesult of experiment with a hepatitis
database proved to be wvalid and rtobust. In
conclusion, this study has shown how the
association rules and fuzzy neural networks can be
brought together to create cooperative knowledge
base. It is expected that the proposed hybrid
knowledge based construction mechanism will have
a significant impact on the research domain related
to the human perception and knowledge
management. However, this “basic and hybrid” data
mining approach is complicate and not very fast.
Further research topics still remaining are as
follows:

(1) The basic technology of association rule
mining used for this study needs to be
improved so that more fuzzy knowledge
can be analyzed.

(2) Fuzzy membership functions need to be
integrated with other rule refining and
reasoning mechanism.

(3) Complicate FNN construction processes
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and fuzzy rule refinement algorithm was
need to be improved with other useful
knowledge management mechanisms.
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