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Confidence Interval For Sum Of Variance
Components In A Simple Linear Regression Model
With Unbalanced Nested Error Structure
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Abstract

Those who are interested in making inferences concerning linear combination of
variance components in a simple linear regression model with unbalanced nested
error structure can use the confidence intervals proposed in this paper. Two
approximate confidence intervals for the sum of two variance components in the
model are proposed. Simulation study is peformed to compare the methods.
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1. A Simple Regression Model With An Unbalanced Nested Error Structure

A simple linear regression model with an unbalanced nested error structure is written as

Yij=/1+BXij+ Ai+Eij (1.D
i=1,....I j=1,....7;

where Y ; is the j th observation in the ¢ th primary level, g and B are unknown
constants, X 4 is a fixed predictor variable, and A; and E 4 are jointly independent
normal random variables with zero means and variances 0‘?4 and 0%, respectively, I > 2,
Ji = 1,and J; > 1 for at least one value of 7. A;is an error term associated with the

first-stage sampling unit(primary level) and E; is an error term associated with the

second-stage sampling unit. One possible partitioning of model (2.1) was shown in Park et
al.(2002). Model (2.1) is written in matrix notation,

y=Xa+Zu +e (1.2)

where ¥ is a J X1 vector of observations, X is a J X2 matrix of known values with a
column of 1's in the first column and a column of X ;s in the second column, _& is a
2X1 vector of parameters with g and f as elements, Z is a J XI design matrix with
0's and 1's, ie. Z =®I,-=1 1,,,, #isan I X 1 vector of random effects, e is a

J. X1 vector of random error terms, J = Z"’i=1 Ji and D; is a J X]J identity
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matrix.
2. Confidence Intervals For Sum of Two Variance Components

We propose two approximate confidence intervals for a linear combination of variance

components, y = 0‘34 + o%; . Olsen et al.(1976) used spectral decomposition method to
obtain following statistics. They proposed a statistic SSM = U U which is
asymptotically chi-squared distributed. In particular, U’ U / (0‘31 + 021;//1 m — xz(l_l)
as ob—>0 whee U = C Z (D, — X(XX)'X)y Clis the
Moore-Penrose inverse of C C = Z' (I—- X (X X) -1 X)) Z Ay is the
harmonic mean of positive eigenvalues A; of C. Thus, E(SSM)= (I — 1)
(4 + 0%/Ag). It was also shown that SSM /(0% + 0% /Ax) and Ry /o% are
independent. The error sum of squares K7 associated with within regression coefficient
estimator is written as Rr= y Ty where T= D; — X ( x" xXH- X*',
( X*' X))~ is a generalized inverse of X" X, aond X =[X Z] In

addition, R / ozE is shown to be a chi-squared random variable with J — I — 1

degrees of freedom. The expected mean squares are thus summarized using the
distributional properties of error sums of squares

E(SY) = + 711;025 = 0y and (2.1a)
E(SD = ok = Or (2.10)
where Sﬁl = SSM/(I — 1) and S% = R+ /(J— I — 1). Thus an approximate

1 — 2a two-sided confidence interval for 7y using S%,, and SZT with Ting et al.(1990) is
(S + (=385~ (L St (1= LS+ (1= 3V Li S5 S 2,

Sh + (1= )8+ (H Sl (1= 50)? By St (1= 00 H g 5071 2.2
where Fy = F.r1.7-1- F2 = Fa-eir-1,7-1-00 L= 1-1/
Faoa:irrey Ly = 1/Fp-rm1e) = 1, Lp = [(F; = D* = L{ F}
— Lj1/Fp H=1/Fqir,e—1 H =1-1/Fq- j-1-10
Hy, = [(1 -~ F)! — H:F} —HJ1/F, ad F (5. pn) is the F

-percentile with degrees of freedom of #; and 75, degrees of freedom with ¢ area to the

left. This method is referred to as TING method.
As an alternative generalized p-values method proposed by Khuri et al.(1998) can be
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applied to (2.1) to construct a confidence interval on 7. The estimates of 0‘25 are obtained
by (J —I—-1) 82T/ U" where SZT is an observed value of SZT and U’ has a
chi-squared distribution with (J — I — 1) degrees of. freedom. The estimates of 0345
are obtained by (I — 1) s%/ V* where dag = 04 + 0%/ Ay, s is an
observed value of Sﬁl, and V" has a chi-squared distribution with (I — 1) degrees of
freedom. Thus, a generalized pivotal quantity ¥ can be represented as y = (I—-1) sﬁl/
Vi+ (11— 1/Ap(J —I—-1) SZT/ U' Accordingly, an approximate 1—2«a
two-sided confidence interval for y is

[Fe ;5 Fi-4,] (2.3)

where F, is the @ th percentile of the distribution constructed by the generalized pivotal

quantities. Interval (2.3) is referred to as GEN method.
3. Simulation Study

Four unbalanced patterns were selected for simulation study and are shown in Table 1.
TABLE 1. Unbalanced Patterns Used in Simulation

Pattern I Ji
1 3 3510
2 5 135710
3 7 1246810
4 10 1115555101010

The values with * in Table 2 represent simulated confidence coefficients less than 0.8866.

TING method is too conservative when @ < 0.5 for patten 1 where p = O%q/ (qu +

o’?;) and it is too liberal when p© < (.4 for pattern 4. Except these values of © TING

method generates the simulated confidence coefficients close to 0.9. However, GEN method
generally maintains the stated confidence coefficients through four patterns although its
average interval lengths are slightly wider than TING method as Table 3 shows.
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TABLE 2. 90% Range of Simulated Confidence Coefficients

Pattern 1 2 3 4
0 TING GEN TING GEN TING GEN TING GEN
0.001  0.9530 0.9105 0.8930 0.9055 0.8875 09110 0.8470% (0.8995
0.1 0.9510 0.9110 0.8930 0.9130 0.9030 09155 0.8635+ 0.8960
0.2 0.9455 0.9070 0.9150 0.9100 0.9045 0.8960 0.8815% (0.8970
0.3 0.9335 0.9140 0.9090 0.8960 0.9035 0.8955 0.8780*  (0.8990
04 0.9340 0.9120 0.8985 0.9000 0.8910 0.8945 0.8880 0.9045
0.5 0.9080 0.8995 0.8975 0.9000 0.8980 0.9080 0.9010 0.8890
06 0.9170 0.8960 0.8985 0.9125 0.9060 0.8975 0.9060 0.8940
0.7 0.9145 0.8935 0.8990 0.9085 0.9055 0.9005 0.8985 0.8970
0.8 0.9045 0.8935 0.8955 0.8995 0.8995 0.5090 0.8960 0.9045
0.9 0.8980 0.8970 0.8960 0.8915 0.9095 0.8915 09115 0.8860%*
0999 09120 0.8970 0.9045 0.8960 0.9000 0.9065 0.9190 0.9000
MAX  0.9530 0.9140 0.9150 0.9130 0.9095 0.9155 0.9190 0.9045
MIN  0.8980 0.8935 0.8930 0.8915 0.8875 0.8015  0.8470+ 0.8860*

TABLE 3. 9026 Range of Average Interval Lengths

Pattern 1 2 3 4
0 TING GEN TING GEN TING GEN TING GEN

0001 48931 81532 24860  2.7934 17815 2.0020 1.0820 1.1891
01 63293  9.0126 27064 29286 19360 21774 11783  1.2550
0.2 79243 100143 29111 32356 21202  2.3474 1.2595 1.3549
0.3 9.2495 112606 3.0704 33834 23489  2.5690 1.3694 1.4430
0.4 103255 120546 34287 36621 26040  2.7367 1.4733 1.5422
0.5 11.8025 135760 3.7395 39111 27158  2.9801 1.6043 1.6601
06 137805 154741 40792 40820 29748  3.0298 1.6865 1.7602
0.7 150355 158402 43017 4409 31640 33119 1.8065 1.8265
0.8 160754 171787 45853 46070 34785  3.5441 1.9643 1.9696
09 175622 182204 49296 49230 36558 37980  2.0522  2.0432

0999 187191 192593 52110 51309 38416 38855 21746  2.1635

MAX 187191 192593 52110 51309 38416 3885 21746 21635

MIN 48931 81532 24860 27934 17815 20020  1.0820 1.1891
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