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Stabilization of Inverted Penduium Using Neural Network with Genetic Algorithm
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Abstract : In this paper, the stabilization of an inverted pendulum system is studied. Here, the PID control method is adopted to
make the system stable. In order to adjust the PID gains, a three-layer neural network, which is based on the back propagation
method, is used. Meanwhile, the time for training the neural network depends on the initial values of PID gains and connection
weights. Hence, the genetic algorithm is considered to shorten the time to find the desired values. Simulation results show the

effectiveness of the proposed approach.
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| . Introduction

The inverted pendulum is a typical experimental equipment
in the auto-control theory and also is a typical physical model
in the teaching and scientific research in control theory
[1].The inverted pendulum, itself, is a natural unstable object.
It can reflect many pivotal problems in the control process,
such as the nonlinear, the robust character of the system. The
ultimate goal is to make such an unstable object into a stable
one by using proper control method.

Traditional control method, which is based on models,
designs the controller in terms of the mathematical model of
the object and the performance guideline of the system
requirement and uses the mathematic analysis to describe the
control rules [2]. Back propagation (BP) neural network,
which has a strong ability to approach nonlinear function, can
study and adapt the dynamic characteristic of uncertain system
[3]. All the quantitative and qualitative information are saved
in the each neuron of the neural network and accordingly, it
has strong robustness. But at the same time, traditional BP
neural network has some problems: first, it is a nonlinear
optimization problem, so it unavoidably has local minimum;
second, the time of convergence in the learning algorithm is
very slow, it needs thousands of steps or much more.
Comparatively, genetic algorithm (GA), during the time of
searching optimal solution, in the searching space, it
synchronously processes a group of points not only one point,
this can avoid local optimal solution and lead fast
convergence {4].

Hence, in this paper, we propose a method, which

combines BP neural network with genetic algorithm, to design
a PID controller and use such a controller to make the inverted
pendulum stable. )
it . Inverted pendulum
We consider the inverted pendulum in Figure 1.

Fig. 1. The inverted pendulum system

M imass of the cart

m [mass of the pendulum

1 |length to pendulum center of mass

1 linertia of the pendufum

F |force applied to the cart

X |cart position coordinate

0O [pendulum angle from vertical

The system consists of a cart whose mass is M and an
inverted pendulum whose length is 2L. Under the action of

force F, the cart moves along x axes, and makes the inverted
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pendulum stable in the vertical plane.

Our goal is to make the inverted pendulum stable at the
upright position. Considering the characteristic of the physical
structure of the system, the goal can also be expressed like
this: x>0, 650, g >0

. Design of PID controlier
1. Tuning principle of PID based on BP neural
network

The control algorithm of classical increment digital PID is
5}

u(k) = u(k =)+ g, (error(k) -
error(k —1)) + k;error(k) +
ka(error(k)—2error(k - 1)+
error(k -2)) M

Here, kp, ki, ka are respective proportional (P),
integral (1) and derivative (D) ga-ins. And we can use neural
network by training and learning to find a three-layer BP
neural network, which structure is shown as following:
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Fig. 2. The structure of a BP neural network

The input of the input layer is
OP=x(j) j=L2AN 2)
Here, the number of the input variables M depends on the

complexity of the system.
The input and output of the hidden layer are:

neti (k) = ZN: w0
=0
oK) = f(rel®®)  (=1A0Q) ()

Here, Wz(jz) is the weight coefficient; the superscript (1), (2),
(3) represent input layer, hidden layer and output layer.

The activation function of the neuron in the hidden layer is
symmetrical sigmoid function:

£(x) = tanh(x) = £
e +te

)
The input and output of the output layer are:
net (k) = i wi? 0P (k)
i=0

O (k) =glnet® (k) (1=12.3)
ok =k,

3 (k) =k,
oY (k) =k )

O (k) = ka
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The output nodes in the output layer are respectively

corresponding three adjustable parameters:kp, ki, ka.
Because their value cannot be negative, then the activation
function of the neuron in the output layer is nonnegative

sigmoid function

x

€
e’ (6)

1
gx)= 5(1 + tanh(x)) =
The cost function is:

E(k)= —;~(rin(k) ~ yout(k))* ™

Where, 7in(k) is the input and yout(k) is the output.

The back propagation algorithm employs gradient descent
algorithm which modifies the weight to the negative direction
of the gradient [3]:

W) | o w(k-1)

A (k) = —
Wi D=1 ®

Here, 77 is leamning rate and @ is inertia coefficient.
OE(k) _ OE(K) oy(k) _du(k)

aw)  ay(k) du(k) a0 (k)
0P (k) 8 netf (k)

dnelP) Wi ®
0 net}z) (k) 2)
znelr 2 - 0@k
owy o (10)
dy(k)
Because du(k) is unknown, then we use sign function

Ay (k)

du(k) instead of it, and we can adjust learning rate 7 to

compensate the effect because of inexact calculation.

From formula (1) and formula {(5), we can get:

uk) _ o
20900 = error(k)—error(k -1) (an
du(k) _
209(k) = error(k) (12)
2090 error(k) - 2error(k —1) +

error(k - 2) (13)
From the analysis above, we can get the learning
algorithm of the weight of the output layer, that is
Aw (k) =718 0P (k) +

atw?(k-1) (14)
- sgn(2E),.
52 = error(k) sgn(au(k))
ou(ky o
3oPw) ¢ (netf” (k) (15)
(=123)

With the same principle, we can also get the learning



algorithm of the weight of the hidden layer, that is:
BwP(ky=18P0P k) +
aAwP(k-1) (16)

87 = fned (k)Y 68 wh? (k)
t=1

(i=12,A0Q) a7n
Here,
g£(®)=g(x)(1-g(x) and £(*)=0-f*(x)/2
The structure of PID controller based on BP neural

network is shown as follows:
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Fig. 3. The structure of a PID controller based
on BP neural network

The control algorithm of the controller is concluded as
follows
(1) Confirm the structure of BP neural network, which
means to make certain the numbers of the nodes of
the input layer and hidden layer, and make choice of

the learning rate 77 and inertia coefficient @

(2) Get rin(k) and yout(k) ,and count the error

~

error(k) = rin(k) — yout (k)
(3) Count the input and output of each layer, and the
output of the output layer is three adjustable

parameters: kp ki ks

(4) Count the output #(K)of the PID controller by
formula (1)
(5) Make neural network process learning and adjust

weight coefﬁcientW:J'(k) and lei(k), realize adaptive
tune of the parameter of the PID controller
(6) Letk=k+1, return (1)

Using the scheme and algorithm above, we can obtain good
tuning of the PID gains. But it takes thousands of steps to get
convergence results while using genetic algorithm, it only
spends hundreds of steps. Therefore, to shorten the
computational time to find the fine values, we try to use
genetic algorithm.

2. Tuning principle of neural network based on
genetic algorithm

In order to apply GA to find the initial values of the PID

gains, we propose the following procedure [4]:
(1) Encoding parameter

There are many kinds of coding methods of genetic
algorithm [4] Here, we adopt the binary coding method. The
relationship between the denotations values and real values
is:

@ = Gy + BN Gonas ~ i) (27— 1)

Here, bin is the binary coding of the parameter @ and
[@min, @max ] is the range of parameter @; 7 is the length of the
binary coding. Let

kp €[k pmins k proas]
ki € [imins o rma)
ke € [k amins kdmax)

First, we encode each parameter into binary coding to get
three sub-strings and then link them into 2 whole chromosome
in order to make up of the individual of the genetic space. The
corresponding form of the parameter is as follows:

01010110 01000011 11010101
kp ki ka

(2) Confirming the fitness function

The fitness function should reflect the individual's
performance on the actual problem [4]. In this paper, an
appropriate fitness function is as following,

fitness = e(max) —e
Where, € is the difference between the input and output

and e(max) is the maximum of each population.
(3) Choosing the control parameters
The control parameters include population sizes (),
crossover probability ( Pc), and mutation probability ( P»). In
this paper, we adopt S =20, P.=0.85, P»=0.05.
(4) Generating initial population
(5) Counting fitness
(6) Selection
Selection is the key of genetic algorithm. In this paper,
we use roulette wheel method,
(7) Crossover
Here, we use double crossover.
(8) Mutation
(9) Generating the new population
The initial values of weights of the neural network are
also obtained by GA. The population size is taken as 15.
Selection is based on the fitness function given by above. And
unequal crossover is chosen. Crossover probability is 0.7 and

mutation probability is 0.04.
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V. Simulation results
Using Matlab, we simulate the inverted pendulum system
with the proposed method. From the pictures, we can see that
the proposed method can control the inverted pendulum on the
vertical line in a stable way.

Fig. 6. The car’s position

V. Conclusions

This paper designed a PID controller based on the BP
neural network and genetic algorithm. And apply the
controller to the inverted pendulum. From the paper, we can
see that: )
(1) The PID controller based on BP network and genetic
algorithm can make the inverted pendulum stable
(2) Training the neural network with genetic algorithm, can
avoid the local optimization and can get better optimized
results.

Although this method is not mature as classical method,
it provides a new trend of designing the controller of the

inverted pendulum.
The future work is to apply this controller to the more

complicated inverted pendulum.
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