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Abstract
The purpose of the study is to develop an integrated knowledge structuring system for the domain of 
engineering, in which ontology-based literature mining, knowledge acquisition, knowledge integration, 
and knowledge retrieval are combined using XML-based tag information and ontology management. 
The system supports combining different types of databases (papers and patents, technologies and 
innovatioiis) and retrieving different types of knowledge simultaneously. The main objective of the 
system is to facilitate knowledge acquisition and knowledge retrieval from documents through an 
ontology-based dynamic similarity calculation and a visualization of automatically structured 
knowledge. Through experimentations we conducted using 100,000 words economic documents 
reported in the "Go! Japan" project for analyzing Japanese industrial situation, and 100,000 words 
molecular biology papers, we show the system is practical enough for accelerating knowledge 
acquisition and knowledge discovery from the information sea.

Key Words： Knowledge structuring, knowledge acquisition, information extraction, natural 
language processing, automatic term recognition, ontology, go Japan

1. Introduction
New scientific discoveries result in an 

abundance of documents, such as scientific 
papers and patents, verbalising these 
discoveries. These documents are created in an 
attempt to share new knowledge w辻h other 
scientists. They are often reproduced in 
electronic form and placed on the Internet or 
other types of shared resources in order to 
make the new information widely and easily 
available. Electronically available texts are 
continually being created and updated, and, 
thus, the knowledge represented in such texts 
is more up-to-date than in any other knowledge 
media.

The sheer amount of published papers1 
makes it di笛cult for a human to efficiently 
localise the information of interest not only in a 
collection of documents, but also within a 
sin이e document. The growing number of 
electronically available knowledge sources 
(KSs) emphasises the importance of developing 
flexible and efficient tools fbr automatic 
knowledge acquisition and structuring in terms 
of knowledge integration. Different text and 
literature mining techniques have been 
developed recently in order to facilitate efficient 
discovery of knowledge contained in large 
textual collections. The main goal of literature 
mining is to retrieve knowledge that is “buried” 
in a text and to present the distilled knowledge 
to users in a concise form. Its advantage, 
compared to “manual” knowledge discovery, is 
based on the assumption that automatic 
methods are able to process an enormous 

1 For example, the Med니ne database [1] 
currently contains over 12 million abstracts in 
the domains of molecular biology, biomedicine 
and medicine, growing by more than 40.000 
abstracts each month.

amount of texts. It is doubtful that any 
researcher could process such huge amount of 
information, especially if the knowledge spans 
across domains. For these reasons, literature 
mining aim융 at helping scientists in collecting, 
maintaining, interpreting and curating 
information.

One of the main problems when processing a 
collection of KSs is their heterogeneity and 
dynamic nature. Even when confined to a sin이e 
domain, the KSs are autonomously developed 
and maintained by independent organisations 
for different purposes, hence resulting in a 
heterogeneous set of KSs. Moreover, this set is 
dynamic as a result of continuous attempts to 
synchronise 辻 s content with up-to-date 
knowledge. New information is being added and 
existing information is revised and often 
removed from the KSs. These two facts, 
heterogeneity and constant evolution of KSs, set 
a challenge to systems designed to assist users 
in locating and integrating knowledge relevant 
to their needs.

In this paper we introduce an integrated 
knowledge structuring (KS) system, in which 
ontology-based literature mining, terminology- 
driven knowledge acquisition (KA), knowledge 
integration (KI), and knowledge retrieval (KR) 
are combined using tag-based information 
management and ontology inference. The 
system incorporates an ontology development / 
management and a visualization of retrieved 
knowledge based on the ontology, which allow 
users to access KSs visually though 
sophisticated GUIs.

2. Related Work

2.1. Terminology management
Knowledge encoded in textual documents is 

organised around sets of specialised terms (e.g. 
in biomedical domain, terms represent names of 

— 197 —



proteins, genes, acids, etc.). Hence, KA relies 
heavily on the recogrdtion of terms. Obviously, 
a scheme to integrate terminology management 
as a key prerequisite for KA and KI is needed.

There are several approaches to automatic 
term recognition (ATR), especially, in recent 
biomedicine and molecular biology domain. 
Some of them rely mainly on linguistic 
information, namely on morpho-syn tactic 
feature요 of domain terms. For instance, LaSIE
[2],  an adapted newswire name recogniser, 
uses a case-sensitive terminology lexicon of 
component terms, set of morphological cues 
(biochemical suffixes) and hand-constructed 
grammar rules in order to recognise terms 
belonging to specific terminological classes (e.g. 
enzymes, protein윦, etc.). Another example of a 
rule-based system is PROPER [3], which uses 
“core” and "feature” terms to identify strings 
that correspond to proteins. “Core” terms are 
domain-characteristic words (containing 
capitals, numerals etc.) and “feature” terms are 
keywords that describe function and 
characteristic of a term (e.g. protein, receptor, 
etc.). Recently, hybrid approaches combining 
linguistic and statistical knowledge are 
increasingly used ([4, 5]). In order to assess the 
relevance of extracted term candidate욚, such 
method유 calculate weights (i.e. termhoods) 
according to specific statistical measures. 
Machine learning techniques can be applied as 
well: for example, [6] presents a statistically 
based, unsupervised technique to acquire and 
disambiguate names of proteins, 잉enes, and 
RNSs.

However, ATR is not the ultimate goal itself. 
The large number of new term요 calls fbr a 
systematic way of accessing and retrieving the 
knowledge represented by them. Accordingly, 
the extracted terms need to be placed in an 
appropriate knowledge framework by 
discovering relations between them, and by 
establishing links between the terms and 
different factual databases.

In order to implement terminology-based 
knowledge structuring, several ontologies have 
been developed (e.g. MeSH terms, Gene 
Ontology, Genia ontology, etc.). Each of them 
provides a top-down controlled framework, 
which aims to organise and describe the 
terminology in the domain. Ontologies 
implement a pre-defined classification system 
fbr terms and their relationships, as well as 
inference rules that are used to derive 
knowledge represented by them. However, 
ontology construction and maintenance are 
time-consuming activities, as terms are usually 
manually integrated into an ontology. This i요 

one of the reasons why ontologies typically 
contain just a subset of existing terminology. In 
addition, no solution to the well-known 
difficulties in manual ontology development, 
such a욚 ontology conflictions / mismatche요 [7], 
i 요 provided. Therefore, techniques fbr 
automated ontology management [8] are 
required fbr efficient and consistent KA and KI.

2・2. Integration cf knowledge sources

Different approaches to linking, integrating 
and interpreting relevant resources have also 
been suggested. For example, the Semantic Web 
framework [이 strives to link relevant XML- 
based resources in a bottom-up manner using 
the Resource Description Framework (RDF) and 
ontology information. Since XML allows 
introduction of new domain- and/or 
application-specific tag요, RDF [10] is used to 
define their “meanings” and relationships to one 
another, while the corresponding ontology i용 

used to combine and derive additional 
information (e.g. synonyms, hyponyms, etc.). In 
this sense, ontologies are used as a key domain 
knowledge repository. However, though the 
Semantic Web framework is powerful when it 
comes to expressing the content of re욚ources to 
be semantically retrieved, manual description i요 

needed when defining RDF descriptions and 
ontologies. If we, however, endeavour to process 
huge collections of new document욚 (which cover 
new knowledge), we need systems that do not 
rely solely on manual descriptions.

In this paper, we present our approach to 
terminology management and structuring / 
integration of knowledge sources adopted in the 
KS system.

3. An overview of the system
The KS system has been developed with the 

intention to addre욚s the problem요 of the 
ontology-driven literature mining and KA. 
Similarly to the Semantic Web framework, our 
system deals with XML documents by using 
domain-specific RDF descriptions and ontology
based inference. However, it facilitates KA tasks 
not only by using manually defined resource 
descriptions, but also by exploiting natural 
language processing techniques such a용 ATR 
and automatic term clustering (ATC), which are 
used for automatic population of the underlying 
ontology. Additionally, the system integrates an 
information retrieval engine and a similarity 
calculation engine that allow u유ers to show not 
only relevant KSs to keywords but also 
relevance between KSs.

The system acts as an information extraction 
engine, which i욚 based on managing XML tag 
information obtained from its subfunctional 
components. Typically, IE-based KA process 
within the system has the following course: first, 
a collection of documents i요 linguistically 
processed (part-of-speech (POS) tagging, shallow 
parsing, etc.). Further, the collection is 
terminologically analysed, i.e. relevant domain
specific terms are automatically recognised and 
structured (classified or incorporated into an 
ontology).

The system architecture is modular, and it 
integrates the following components (Figure 1): 
-Ontology Development Engine(s) (ODE) 一 

components that carry out the automatic 
ontology development which in 시 udes
recognition and structuring of domain 
terminology;
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-Tag Data Manager (TDM) - stores index of KSs 
and tag information in a tag information 
database (TID) and provides the 
corresponding interface;
-Knowledge Retriever (KR) 一 retrieves KSs from 

TID and calculates similarities between 
keywords and KSs. Currently, we adopt tf*idf 
based similarity calculation;
-Similarity Calculation Engine(s) (SCE)- 

calculate similarities between KSs provided 
from KR component in order to show 
semantic similarities between each KSs.
-Graph Visualizer - visualizes knowledge 

structures based on graph expression in 
which relevance links between provided 
keywords and KSs, and relevance links 
between the KSs themselves can be shown.
Linguistic pre-processing within the sysyem 

is performed in two steps. In the first step, POS 
tagging2, i.e. the assignment of basic parts of 
speech (e.g. noun, verb, etc.) to words, is 
performed. In the second step, an ontology 
development engine is used to perform parsing, 
i.e. the recognition of basic syntactic structures 
(e.g. noun phrases). The parser is based on the 
LFG for English and Japanese, which is 
implemented as an unification based GLR 
parser with feature structures.

2 We use EngCG tagger[12] in English and 
JUMAN / Chasen morphological analyzers 
in Japanese.

3 More than 85% of domain-specific terms 
are multi-word terms [5].

4. Terminological processing 
as an ontology development

The lack of clear naming standards in a 
domain (e.g. biomedicine) makes ATR a non
trivial problem [3]. Also, it typically gives rise 
to many-to-many relation요hips between terms 
and concepts. In practice, two problems stem 
from this fact: the same term may denote a 
number of concepts, and, conversely, the 
same concept may be denoted by more than 
one term. In other words, there are terms that 
have multiple meanings (term ambiguity), and, 
conversely, there are terms that refer to the 
same concept (term variation}. Generally, term 
ambiguity has negative effects on IE precision, 
while term variation decreases IE recall.

These problems point out the impropriety of 
using simple keyword-based IE techniques. 
Obviously, more sophisticated techniques are 
needed. Such techniques should identify 
groups of different terms referring to the same 
(or similar) concept(s), and, therefore, could 
benefit from relying on efficient and consistent 
ATR/ATC and term variation management 
methods. These methods are also important for 
organising domain specific knowledge, as terms 
should not be treated isolated from other terms. 
They should rather be related to one another so 
that the relations existing between the 
corresponding concepts are at least partly 
reflected in a terminology.

Terminological processing in our system is 
carried out based on C / NC-value method [5] 
for ATR, and average mutual information based 
ATC (Figure 2). Its main purpose is to help 
domain experts in gathering and managing 
domain - specific terminology. It is used to 
automatically retrieve and cluster terms offline 
/ on-the-fly and pass the XML-tagged results.

4.1. Term recognition
The ATR method used in the system is based 

on the C- and NC-value methods [4]. The C~ 
value method recognises terms by combining 
linguistic knowledge and statistical analysis. 
The method extracts multi-word terms3 and is 
not limited to a specific class of concepts. It is 
implemented as a two-step procedure. In the 
first step, term candidates are extracted by 
using a set of linguistic filters, implemented 
using a LFG-based GLR parser, which describe 
general term formation patterns. In the second 
step, the term candidates are assigned 
termhoods (referred to as C-values) according to 
a statistical measure. The measure 
amalgamates four numerical corpus-based 
characteristic of a candidate term, namely the 
frequency of occurrence, the frequency of 
occurrence as a substring of other candidate

Figure 1: The system arch辻ecture 
terms, the number of candidate terms 
containing the given candidate term as a 
substring, and the number of words contained 
in the candidate term.

The NC-value method further improves the C- 
value results by taking into account the context 
of candidate terms. The relevant context words 
are extracted and assigned weights based on 
how frequently they appear with top-ranked 
term candidates extracted by the C-value 
method. Subsequently, context factors are 
assigned to candidate terms according to their 
co-occurrence with top-ranked context words. 
Finally, new termhood estimations, referred to 
as NC-values, are calculated as a linear 
combination of the C-values and context factors 
for the respective terms. Evaluation of the 
C/NC-methods (see Section 6) has shown that
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contextual information improve 유 term 
distribution in the extracted list by placing real 
terms closer to the top of the list.

4.2. Term variation management
Term variation and ambiguity are causing 

problems not only for ATR but for human 
experts as well. Several methods for term 
variation management have been developed. 
For example, the BLAST system [1이 used 
approximate text string matching techniques 
and dictionaries to recognise 요polling variations 
in gene and protein names. FASTR [14] handles 
morphological and syntactic variations by 
mean욚 of meta-rules used to describe term 
normali요ation, while semantic variants are 
handled via WordNet.

The basic C-value method has been 
enhanced by term variation management [3]. 
We consider a variety of sources from which 
term variation problems originate. In particular, 
we deal with orthographical, morphological, 
syntactic, lexico-semantic and pragmatic 
phenomena. Our approach to term variation 
management is based on term normalisation as 
an integral part of the ATR process. Term 
variants (i.e. synonymous term司 are dealt 
with ir the initial phase of ATR when term 
candidaus are singled out, as opposed to other 
approaches (e.g. FASTR handle 요 variants 
subsequently by applying transformation rules 
to extracted term요). Each term variant is 
normalised (see table 1 as an example) and 
term variant요 having the same normalised form 
are then grouped into 시as요es in order to link 
each term candidate to all of its variants. This 
way, a list of normali욚ed term candidate 
classes, rather than a list of single terms is 
statistically processed. The termhood is then 
calculated for a whole class of term variants, 
not for each term variant separately.

Table 1: Term normalisation example

Term variants Normalised term
human cancers 、

cancer in humans 
human's cancer 
human carcinoma ，

} -> human cancer

4.3. Term clustering
Beside term recognition, term clustering is 

an indispensable component of the literature 
mining process. Since terminological opacity 
and polysemy are very common in molecular 
biology and biomedicine, term clustering is 
essential for the semantic integration of terms, 
the construction of domain ontologies and 
semantic tagging.

ATC in our system is performed using a 
hierarchical clustering method in which 
clusters are merged based on average mutual 
information measuring how strongly terms are 
related to one another [15]. Terms 
automatically recognised by the NC-value

Input doc um c n Is

X M I. document including
term lags and term 
variatioB/clais inTorm alion

Figure 2: Terminology processing

method and their co-occurrences are used as 
input, and a dendrogram of terms is produced 
as output. Parallel symmetric proce요욚ing is used 
for high-speed clustering. The calculated term 
cluster information is encoded and used for 
calculating semantic similarities in SCE 
component.

5. Knowledge Acquisition and 
Knowledge Structuring

Literature mining can be regarded as a 
broader approach to IE/KA. IE and KA in our 
system are implemented through the integration 
of tag- and ontology-based IE and semantic 
similarity calculation. Graph-based 
visualization for globally structuring knowledge 
is also provided to facilitate KR and KA from 
documents. Additionally, the system supports 
combining different types of databases (papers 
and patents, technologies and innovations) and 
retrieves different types of knowledge 
simultaneously and crossly. This feature can 
accelerates knowledge discovery by combining 
existing knowledge. For example, discovering 
new knowledge on industrial innovation by 
structuring knowledge of trendy scientific paper 
database and past indu 욚trial innovation report 
database can be expected. Figure 3 shows an 
example of visualization of knowledge 
structures in the domain of innovation and 
engineering. In order to structure knowledge, 
the system draws a graph in which nodes 
indicate relevant KSs to keywords given and 
each links between KSs indicates semantic 
similarities dynamically calculated using 
ontology information developed by our ATR / 
ATC components.

6. Experiments and evaluation in 
an Industry Academic 
(government Project "Go Japan !H

In this section we briefly explain our 
research project "Go Japan!” and explain the 
experiments we conducted using analysis 
reports about Japanese industrial economy to 



show the practical performance of our ontology 
development. Experimental results using 
scientific papers to show the quality of the 
ATR/ATC results are also presented.

Figure 3: Visualization sample

reasonable terms to reflect Japanese current 
industrial situation were properly recognized. 
Figure 4 shows recall and precision of C- and 
NC-value methods compared to the frequency of 
occurrence. As one can see, the NC-value 
method increases slightly the precision 
compared to that of the C-value and 
conventional pure frequency-based methods4.

4 For detailed evaluation the reader is 
advised to see [사} and [5].

Table 2: Sample of recognised terms

Automatically Recognised Terms Termhoo 
d

構造故早：(structural reforms) 430.81

口 (research&development) 261.20

中小企業(smaller businesses) 259.05

金融機口(financial institutions) 23057

東 7W7 (East Asia) 228.80

社□ (the social security system) 187.34

個人消費(individual consumption) 『기.00

不良債□ (a bad debt) 162.83

0.1 0.2 03 0.4 0.5

Ftecall

Figure 4: Precision and recall of C/NC-value 
methods

"Go Japan!" is a private-led project to seek 
ways to revitalize Japanese industries by 
studying and discussing the factors behind the 
decline in Japanese industries productivity and 
international competitiveness. The main 
contents of the project are 1) by utilizing 
innovation and business models based on 
Japanese potential science and technology, the 
project will show what industries with what 
economic effects will be created and what 
industries can be established locally. It will 
also show the process of revitalisation to realise 
such industries, 2) it will investigate science 
and technology trends, possibilities of industry 
development patterns of local economics, 
advantages of industrial competitiveness etc. in 
the U.S. and Europe, and study how 
revitalisation should be promoted in Japan. 
Thus, re-structuring industrial knowledge and 
accelerating new knowledge discovery are 
important topics in the project.
The experiments in ATR with the term variation 
management were conducted on a corpus 
containing 100,000 words from the aGo Japan!” 
project to analyze Japanese industrial 
economic situation, and 100,000 word융 corpus 
(2082 abstracts) from the Medline database [1]. 
A sample of automatically recognised terms is 
presented in Table 2. As the table shows,

For the ATC experiment, we used the Genia 
resources [16], which include 1,000 Medline 
abstracts, with overall 40,000 (16,000 distinct) 
semantic tags annotated for terms in the 
domain of nuclear receptors. A용 a golden 
standard, we u요ed the Genia ontology. In the 
experiment, the test set contained 10,69사 terms 
belonging to any of the three major Genia 
classes (namely, nucleic acid, amino acid, 
Source}. These terms have been used as input 
for the ATC component and the corresponding 
dendrogram has been produced.

In order to calculate the quality of the 
dendrogram, we have adopted the average 
semantic similarity calculation method for 
measuring the similarity between terms [16]. 
The average similarity (AS) for two sets of terms 
is calculated as an average similarity between 
the corresponding terms:

£ mm(X. v)

"＞相**2节苛厂

The similarity between two individual terms 
is determined according to their position in a 
dendrogram: a commonality measure is defined 
as the number of shared ancestors between two 
terms in the dendrogram, and a pos辻ional 
measure a욨 a sum of their distances from the 
root. Similarity between two terms corresponds 
to a ratio between commonality and positional 
measure.

Table 3: AS-values for the GENIA classes

AS nucleic 
acid

amino 
acid

SOURC
E

term 
s

Nu 시eic acid 0.498 - - 3108
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Amino acid 0.396 0.492 4284
Source 0.390 0.388 0.480 3302

The AS value요 for all pairs of the three
Genia classes considered in this experiment 
were calculated (Table 3). The AS values for 
elements from the same class (i.e. when X = Y 
in formula (1)) were greater than the values for 
elements from different classes. This means 
that terms belonging to the same Genia class 
are more closely (i.e. more consistently) placed 
in the re윦ulting dendrogram. In other words, 
the average distances between terms belonging 
to different classes are greater than the average 
distances within a class. Therefore, we assume 
that the organisation of terms within the 
dendrogram produced by ATRACT depicts the 
actual similarities between them.

7. Conclusion
In this paper, we presented a system for 

literature mining over large KSs. The system is 
an XML-based integrated KA system, in which 
we have integrated ATR, ATC, tagged data 
management and ontology-based knowledge 
structuring. It allows users to search and 
combine information from various source요. IE 
within the system is terminology-driven, with 
terminology information provided automatically 
in the XML format. Similarity based knowledge 
retrieval is implemented through various 
semantic similarity calculations, which, in 
combination with hierarchical, ontology-ba죦ed 
matching, offers powerful means for KA 
through literature mining.

The preliminary experiments show that the 
system's knowledge management scheme is an 
efficient methodology to facilitate KA and IE in 
the field of engineering.

Important areas of future research will 
involve integration of a manually curated 
ontology with the results of automatically 
performed term clustering. Further, we will 
investigate the possibility of using a term 
classification system as an alternative 
structuring model for knowledge deduction and 
inference (instead of an ontology).
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