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Abstract ~Associations, as specific forms of knowledge,
reflect relationships among items in databases, and have
been widely studied in the fields of knowledge discovery
and data mining. Recent years have witnessed many
efforts on discovering fuzzy associations, aimed at
coping with fuzziness in knowledge representation and
decision support processes. This paper focuses on
associations of three kinds, namely, association rules,
functional dependencies and pattern associations, and

overviews major fuzzy logic extensions accordingly.

I.  INTRODUCTION

Data mining, also called knowledge discovery in
databases, is regarded as a non-trivial process of
identifying wvalid, novel, potentially useful, and
ultimately understandable knowledge in large-scale data.
Of particular interest in this paper is the discovery of
associations that reflect relationships among items in
databases. Generally speaking, associations may be
categorized into several kinds, such as association rules
(ARs), functional dependencies (FDs), and pattern
associations (PAs).

Usually, associations of a typical kind are ARs,
which have been extensively investigated in the field. In
general, an AR X=Y expresses the semantics that
“occurrence of X is associated with occurrence of ¥,
items.
Dsupport(X=7Y) and Dconfidence(X=7Y) could be used

to evaluate the

where X and Y are collections of data
strength and certainty of X=Y,
respectively. Since Agrawal et al. (1993) introduced the
notion of (Boolean) ARs, mining ARs has attracted many
research efforts along with a large number of AR

applications.

In addition to association rules, FD is another kind
of association of interest. FD is an important notion in
relational database modeling (Codd, 1970; Chen, 1998).
Generally speaking, a FD X->Y states that values of Y
are uniquely determined by values of X, where X and Y
are collections of data items. Classically, FDs could be
constructed logically. However, in the context of data
mining as a type of reverse engineering, the discovery of
FDs has received considerable attention (Castellanos &
Saltor, 1993; Bell & Brockhausen, 1995; Huhtala &
Karkkainen, 1998a, 1998b; Liao & Wang et al., 1999;
Savnik & Flach, 2000; Bosc & Pivert et al., 2001; Wei &
Chen et al,

applications have generated a huge amount of data stored

2002), because numerous database

in distributed environments and with diversified
structures, where many FDs might not originally be
known or thought of being important, or have been
hidden, but may be useful and interesting.

Finally, pattern associations are a third kind of
associations. Discovering the relationships among
time-series data (e.g., stocks, sales) is of particular
interest since the time-series patterns reflect the
evolution of changes in data values with sequential
factors such as time. For instance, an example of such a
“Firm  A’s 1T

similar/opposite to Firm B’s IT expenditure pattern” in

case is expenditure pattern  is
the context of IT organizational learning/diffusion.
Apparently, it will be useful to discover such pattern
associations.

However, it will be shown that in many situations
discovering associations involves uncertainty and
imprecision, particularly fuzziness. The necessity of

applying fuzzy logic in data mining is twofold: one is

' Partly supported by China’s National Natural Science Foundation (79925001/70231010). and the Bilateral Scientific & Technological Cooperation
Programmcs between China and Flandres/Czech. Cooresponding author: Guoging Chen. chenggicem.tsinghua.edu.cn



that fuzziness is inherent in many problems of
knowledge representation, and the other is that high-level
managers or complex decision processes often deal with
generalized concepts and linguistic expressions, which
are generally fuzzy in nature. Typically, “sharp
boundaries” and “partial belongings” are two main
problems encountered in association mining. Moreover,
fuzziness may prevail in many other association cases in
which imprecision, matching, similarity, implication,
partial truth or the like is present. As indicated already,
existing efforts on fuzzy extensions can be distinguished
into three main streams, namely, fuzzy AR (FAR),
fuzzy/partial satisfied FDs (FFD/FDy), and fuzzy logic in

PA (FPA).

. FUZZY LOGIC IN QUANTITATIVE AR

Though Boolean ARs are meaningful, there are
many other situations where data items concerned are
usually categorical or quantitative. Srikant et al. (1996)
presented an approach to discover quantitative ARs by
transferring quantitative items into binary items by
partitioning continuous domains. For example, if item
Age in database D takes values from (0, 100], then it
could be partitioned into three new items such as
Age(0,30], Age(30,60], and Age(60,100], respectively.
Then a new database D’ is constructed. Differently from
Boolean ARs, quantitative ARs represents “Quantity of
X is associated with Quantity of Y.

Apparently, whatever partitioning methods are
applied (Srikant & Agrawal, 1996; Mazlack, 2000),
“sharp boundaries” remains a problem, which may
under-estimate or over-emphasize the elements near the
boundaries, and may therefore lead to an inaccurate
representation of semantics.

In dealing with “sharp boundaries” problem, fuzzy
sets and fuzzy items, usually in forms of labels or
linguistic terms, are used and are defined onto the
domains (Fu et al., 1998; Mazlack, 2000; Chien & Lin et
al., 2001; Gyenesei, 2001). For example, for Age, some
fuzzy items along with corresponding fuzzy sets may be
defined on its domain U, such as Young, Middie and
Old, which will be used to constitute a new database D"~

with partial belongings of original item values (in D) to

each of the new items (in D”). Several attempts have
been made in defining fuzzy sets onto continuous
domains (Fu et al,, 1998; Gyenesei, 2000a; Shu et al.,
2000; Chien & Lin et al., 2001).

With the above extended database D”, conventional
notions of Dsupport/Dconfidence could be extended as
well. Though a few measures have been proposed, they
are in a similar spirit that Zcount operator is used for
fuzzy cardinality. Subsequently, with these extended
measures incorporated, several mining algorithms have
been proposed (Lee & Hyung; 1997; Kuok et al., 1998;
Hong & Kuo, 1999a, 1999b; Gyenesei, 2000a, 2001; Shu
& Tsang et al., 2001; Chan & Au, 2001).

III. FUZZY AR WITH FUZZY TAXONOMIES

Srikant & Agrawal (1995) presented a method to
discover the so-called generélized AR based on concept
taxonomies as shown in Figure 1 (a). So, “Fruit=>Meat”,
rather than “Pork=>Apple”, is more general and has more
potential to be discovered.

Vegetable dishes Meat

VAN A

SR A

Vegeuble dishes

Apple Cabbage Apple Tomato Cabbage
(a) ()
Figure 1. Exact Taxonomies and Fuzzy Taxonomies.

In 1999, Wei & Chen extended generalized AR with
fuzzy taxonomies, by which partial belongings could be
incorporated. For example, given fuzzy taxonomies in
Figure 1(b), Tomato belongs to Fruit and Vegetable with
different
semantically meaningful.

degrees respectively, which may be

More

corresponding fuzzy extensions on measures and mining

concretely, some
methods are proposed to fit the fuzzy context (Chen &
Wei, 1999, 2002; Wei & Chen, 1999).

Furthermore, a recent effort has been made as
described in Chen & Wei et al. (1999, 2002), which
presents an approach to incorporate linguistic hedges on
existing fuzzy taxonomies. Then after applying all the
proper hedges in a given linguistic pool H onto the items,
new fuzzy taxonomies with all modified items could be

derived, as shown in Figure 2. In so doing, the problem



of mining linguistic association rules with hedges pool
on fuzzy taxonomies could be transferred to the problem
of mining fuzzy association rules on the new taxonomies.

Moreover, some new optimizations have been
incorporated into mining process (Wei & Chen et al,,
2000), which could avoid item exploration while doing

linguistic modification.

Vegetable dishes

Sort of Fruit Fruit Fresh Vegetable Very Fresh Vegetable

. ......

Apple Tomato Cabbage

Figure 2. Linguistically Modified Fuzzy Taxonomies

IV. OTHER FUZZY EXTENSIONS

In addition to the above two major directions,
several fuzzy extensions have been made on
interestingness measures. Hullermeier (2001b) proposed
a measure called interestingness degree, which could be
seen as the increase in probability of Y caused by the
occurrence of X. A few attempts were to introduce
thresholds for filtering databases in dealing with very
low membership degrees (Lee & Hyung, 1997; Kuok &
Fu et al., 1998; Hullermeier, 2001b). Additionally, some
other efforts focused on constructing similar measures to
Dsupport/Dconfidence  (Shragai &
Scgreider, 2001; Gyenesei & Teuhola, 2001). Another

attempt to mention is the work by Au & Chan (1997,

conventional

1998), who proposed a certainty measure, called adjusted
difference, based on statistical test.

Sometimes, one may think of users paying more
attention to certain attributes than to others, Similarly, in
fuzzy AR mining, weights could also be applied to
distinguish the importance of different items. Some
approaches by Cai & Fu et al. (1998), Gyenesei (2000b),
Shu & Tsang et al. (2000) etc. have already been
proposed, which are basically similar.

Notably, the number of filtering thresholds and
weights as well as their determination may be an issue of

concem.

V. FUZZY IMPLICATION BASED ARs

As indicated previously. traditionally a rule ot X=Y

is referred to as a relationship between X and Y and
modeled by conditional probability (e.g., Dconfidence)
for X-to-Y. In further investigating X-to-Y relationships,
a more logic-oriented view may be taken so as to reflect,
to certain extent, implication from X to Y. Still in terms
of ARs and in fuzzy contexts, a few efforts have been
made to consider partial degrees that X implies Y. For
instance, in {(Chen & Wei et al, 1999; Dubois &
Hullermeier et al., 2001; Hullermeier, 2001a), fuzzy
implication is introduced to represent the degree that a
tuple supports X-to-Y. Fuzzy Implication Operators
(FIOs) are used to express the logic inference semantics.
Since FIO is generally not symmetric, X=Y and Y=X
could be distinguished. More concretely, Hullermeier
(2001a) discussed several different type of fuzzy
implication based ARs theoretically.

Recently, Chen & Yan et al. (2002) introduced a
notion called degree of implication (denoted as Dimp) to
evaluate the strength of ARs from a more logic-oriented
viewpoint. In so doing, a proper selection of FIO and
t-norm combinations could help avoid database scanning,

and therefore improve the efficiency of ARs generation.

VI. MINING FDs WITH UNCERTAINTIES

This section focuses on discovering fuzzy FDs
(FFD), and discovering FDs with partial degrees (FDy),
respectively.

First, fuzzy functional dependencies (FFD) are
extensions of classical FD, aimed at dealing with
fuzziness in databases and reflecting the semantics that
close values of a collection of items are dependent on
close values of a collection of different items. Generally,
FFDs have different forms, depending on the different
aspects of integrating fuzzy logic in classical FDs.

Somewhat differently from the ways that are of a
typical data mining nature, Cubero et al. (1995, 1999)
presented a method of data summarization through FFDs
in both crisp and fuzzy databases, in which projection
operations are applied to reduce the amount of data in
databases without loss of information. Recently, Wang et
al. (2002) presented a method to discover FFDs in
similarity-based databases with an incremental strategy.

Generally speaking, the discovered FFDs expressed



the semantics that “similar Xs infer to similar Ys” to
Yang & Singhal (2001)
attempted to present a framework of linking FFDs and

some extent. Moreover,
FARs in a closer manner.

In massive databases where noisy or
incomplete/imprecise information exists, classical FDs
may be too restrictive to hold, since the correspondence
of equal X-Y values must be 100% satisfied, by
definition. However, it may be meaningful to take into
account partial satisfaction of FD, being capable of
tolerating the noisy or incomplete/imprecise information
at certain degrees.

Huhtala et al. (1998a, 1998b) have explored a notion
called approximate FD so as to represent FD that “almost
holds”. Recently, Wei & Chen et al. (2002) presented the
notion of FD with degree of satisfaction (FDy), which is
another measure for degree that a FD holds in D. Further,
Wei et al. (2003) constructed Armstrong-Analogous
Axioms, based on which a minimal set of qualified

(FDs)4 could be derived efficiently.

VIL. FUZZY LOGIC IN PATTERN ASSOCIATIONS

Discovering relationships among time series is of
particular interest since time series patterns reflect the
evolution of changes in item values with sequential
factors, e.g., time. The value evolution of each time
series item is viewed as a pattern over time, and the
similarity between any two patterns is measured by
pattern matching.

Concretely, two major issues are involved in dealing
with similar time series patterns. One is the measurement
for pair-wise similarities. The problems related to this
issue center around how to define the difference between
any two patterns, say, in terms of “distance” and how to
match the series in points of time. The other issue is the
grouping of the similar patterns, in which fuzzy relations
and clustering may play an important role. Usually, static
similarities relationship are studied, which could be
obtained by computing the “distance” pair-wisely in a
fixed matching fashion as shown in Figure 3. In this case,
the matching scheme for curves a and 4 cannot be
applied to the matching between curves b and ¢; and vice

versa. Thus, any pair of curves a, b and ¢ reflects a

certain matching scenario, which is static schematically.
Furthermore, the way to discover the similarities
among the curves could be improved by matching the

patterns dynamically. This can be done by using the

Figure 3. Static Matching Schemes.

Dynamic Time Warping (DTW) method, a method used in
speech recognition (Berndt & Clifford, 1996). Chen &
Wei et al. (2001) presented a method based on DTW to
discover pattern associations.

Finally, it is worthwhile to indicate that, though at
the inception stage, discovering pattern associations is
deemed a promising area of theoretical and practical
explorations and many attempts are expected to emerge,

in that fuzzy logic will play an important role.

VIII. CONCLUDING REMARKS
This paper has aimed at providing readers with a
brief overview on discovering fuzzy associations.
Discussions have centered around fuzzy ARs in dealing
with partitioning quantitative data domains; crisp
taxonomic belongings and linguistically modified rules;
from different

various fuzzy mining measures

perspectives such as interestingness and logic
implication; fuzzy/partially satisfied FDs for handling
data closeness and noise tolerance; and time-series data
patterns that are similar with partial degrees. A more

complete overview with details is to appear in a separate

paper.
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