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Abstract

This paper introduces the basic concept of computational modeling of perception processes for multimedia data.
Such processes are modeled as hierarchical inter- and intra- relationships amongst information in physical, physio-
logical, psychological and cognitive layers in perception. Based on our framework, this paper gives the algorithms for

content-based retrieval for multimedia database systems.
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1. Introduction

Value and effect of information is an important as-
pect in human communication as well as semantics and
amount of information. Kansei plays an important role
in evaluating information. Kansei is a subjective crite-
rion for evaluating information based on a personal
knowledge, taste, feeling, emotion, intention and ideas,
which can be summarized as subjectivity.

We need kansei adaptation mechanisms to perform
human-friendly information services with multimedia
human interface to understand each user’s request with
his background. Modeling each user's kansei process
for multimedia information enables to share and re-use
subjective information amongst human beings with
different personal backgrounds. For the next decade, we
have to make efforts that human-computer interaction
issues should cover kansei adaptation mechanisms.

These adaptation mechanisms provide new commu-
nication style, "kansei communication," between not
only human and computer but also human and human
through computers on cyberspace.

The general research topics on human-centered mul-
timedia communication are;

(a) Modeling each user's subjectivity, especially the
subjective criteria for evaluation multimedia in-
formation; "kanser."

(b) Interpreting a personal message based on the user’s
estimated model.

(c) Organizing a message which is easy to be under-
stood by the user.

2. Kansei Model for Perception Process

— A Framework of Artificial Kansei —
As a working hypothesis, we have been developing

a kansei model on multimedia perception processes
(Fig.1.)
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Fig.1. Hierarchical Structure of Kansei Process

(1) Physical level interaction: A visual cue may often
remind us similar images or related pictures. This
process is a kind of similarity and associative re-



trieval of pictorial data by physical level interac-
tion with pictorial database.

(2) Physiological level interaction: Early stage of
mammal vision mechanism extracts graphical
features such as intensity levels, edge, contrast,
correlation, spatial frequency, and so on. Visual
perception may depend on such parameterized
graphical features.

(3) Psychological level interaction: We have to no-
tice that the criteria for similarity belong to a
subjective human factor. Although human beings
have anatomically the same structure, each per-
son may show different interpretation in classifi-
cation and similarity evaluation. It means each
person has his own weighting rules on graphical
features. The computer should evaluate similarity
according to each person’s subjective criterion.

(4) Cognitive level interaction: We often have differ-
ence impressions, even when viewing the same
painting. Each person may also differently give a
unique interpretation even viewing the same
picture. It seems each person has his own corre-
lation rules between concepts and graphical fea-
tures and/or subjective features.

3. Physical Level Interaction
3.1 Physical Perception Model

The general composition of a picture is one of the
major information in visual stimuli to human beings.
We can assume that a person may remember an outline
of a picture and can draw it as a rough sketch.

Boundaries of objects roughly approximate the gen-
eral composition of the original picture. We can auto-
matically extract such boundaries by our differential
filter. In our algorithm, the boundaries are adaptively
selected not only from global criteria but also from
local one. (When a person is paying attention to an
object, he is involuntarily trying to trace the clearly
perceived boundary points in the local scope.) We will
refer such a map of boundary points as an abstract
image of the original picture.

3.2 Sketch Retrieval on Pictorial Index

How can we organize sketch retrieval mechanism
for pictorial database systems? Our goal is as follows.
A user has only to draw an outline sketch of a picture
to retrieve the original one. We call this sort of con-

tent-based operation “query by visual example (QVE)”.

The system automatically evaluates similarity by im-
age matching between the sketch and the abstract im-
ages in the database. The collection of abstract images
is referred to as pattern-type pictorial index.

Here, we have to consider the following properties
of hand-written sketches. '
(a) Lines in a sketch may be rough and sometimes

deformed compared with those for an abstract im-
age of the original picture.

(b) Lines may also be drawn in wrong positions, for
instance, shifted positions, compared with those
for the abstract image.

(c) White space means "nothing is there" or "I don't
remember." In the former case, the abstract image
also has similar white space. In the latter case, a
user has drawn a partial sketch. It may have
some objects in that area, just like "don't care”.

Let us show an example of sketch retrieval of full
color painting in Fig.2. While user’s sketch is quite
partial and deformed, the best three candidates have
quite similar composition; trees appear in the right half

of each painting. The average recall ratio was 94.4%

from 205 paintings, if the sketch was not too rough to

recognize the general ¢ ymposition.

RESRNGERINZIARS R ng?
Lalainie la s By B dhZeioh kb BE

Fig.2. Sketch retrieval of paintings
by showing a rough sketch

4. Physiological Level Interaction
4.1 Physiological Perception Model

We will adopt graphical features (GF) to describe
the visual stimuli at physiological level of human vi-
sion mechanism. At the early stage of human vision
mechanism, many sorts of low-level graphical features
are extracted through the neural networks. We can
summarize such graphical features into spatial dis-
tribution of the intensity level, spatial frequency, local
correlation measure and local contrast measure. We
can simulate the visual perception process by a GF
space. Systems refer to these GF vectors as the pictori-
al index of physiological level representation.

4.2 Sketch Retrieval on GF Space

We mdy expect that similar pictures give the similar
GF values which are in the neighbors on the GF space.
For example, a GF value of a fine copy and that of a
rough sketch have similar GF values. The system
refers to these GF values as the pictorial index of pic-
tures. Therefore, the system can retrieve original pic-
tures from a rough sketch by comparing their GF val-
ues.
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Fig.3. Overview of Query by Visual Example(QVE) mechanism on GF snd SF spaces

Fig.3 shows the outline of the whole QVE mecha-
nisms. A visual example as well as every picture in the
database is automatically mapped into the GF space by
analyzing the low level graphical features when it is
registered to the system. We can expect that the closest
point in GF space is the original picture.

In Fig.4, a color photo is shown as a visual example,
and similar photos are retrieved as candidates.
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Fig.4. Query by visual example; a color photo

We can extend this idea to three-dimensional objects.

In Fig.5, a 3D model is picked up as a visual example,
and similar objects are retrieved as candidates.
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5. Psychological Level Interaction
5.1 Psychological Perception Model

We also have to consider a psychological aspect of
similarity measure. Such similarity differs with each
user even for the same figures. The system should
learn the subjective similarity measure as a persona]
view from each user.

We need a subjective feature (SF) space which re-
flects the subjective similarity measure of a specific
user. We can construct such an SF space by the statis-
tical analysis. The discriminant analysis is one of the
methods to analyze and simulate the classification
(Fig.3.) We will refer to the SF space of as the person-
al index. Once the system has learned the linear map-
ping A, it can automatically construct the personal
index only from the GF vectors. This algorithm re-
duces the personnel expenses for indexing.



5.2 Sketch Retrieval on SF Space

We may expect that subjectively similar pictures
may give similar SF values and are mapped into the
neighbors in the SF space for the user. Showing an
example, the system retrieves similar pictures by com-
paring their SF vector, and shows suitable candidates
(Fig.3.)

Fig.6 shows an example of similarity retrieval. The
upper QVE window in this figure shows the ten candi-
dates for similarity retrieval on the SF space, while the
lower one shows the ten candidates on the GF space.
The second to the eighth candidates on the SF space
have matched with the classification by this user. For a
Patent Office application, modeling judging criteria of
patent officers, who are experts in evaluating design
and similarity among them, corresponds to create an
expert system for graphical symbols.
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Fig.6. Example of similarity retrieval
based on a subjective criterion
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Fig.7. Similarity retrieval of 3D objects;
base on different user models

Using this mechanism, we can also visualize the SF
space of each user in 3D space form. W can easily

understand the difference of the subjective criteria by
viewing the space (Fig.8.)

Fig.8. Visualization of SF space in 3D form

6. Cognitive Level Interaction

6.1 Cognition Model for Multimedia Data

The conventional pictorial database systems have
the following problems.

(a) The indexer has to assign suitable keywords to
every picture when it is registered to the system.
We need an automatic indexing method for effec-
tive database management.

(b) Even when viewing the same picture, we often
give the different descriptions. Such subjectivity
depends on personal character, education, skill
and cultural backgrounds. We need a personal
view mechanism for modeling subjective criterion
of each person.

(c) Conventional database operations can be per-
formed only on the textual data domain. We need
a multimedia operation mechanism which can
evaluate the values of different domains, which is
an essential requirement for multimedia database
management systems.

Our approach aims to solve these problems at the
same time in a single mechanism. Our basic idea is to
unify the multiple domain data by finding correlation
amongst them through statistical analysis and learning.
In case of an electronic art gallery, it corresponds to
learn how a person expresses visual impressions.

We developed an algorithm for learning a personal
view model for artistic impressions as shown in Fig.9.
We may expect the strong correlation between the
descriptions and the parameterized coloring feature.
The system statistically analyzes such correlation, for
example, by canonical correlation analysis method.
We will regard the correlation as the personal view
model for the specific user. We can construct a unified
feature (UF) space on this model to compare the sub-
jective descriptions and coloring features by the dis-
tance in the space.

Note that we do not have to assign the adjectives to
every painting in the database. Once the system learn-
ed the mapping rules between two domains, it can
automatically construct the personal index only from
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Fig.9. Overview of Query by Subjective Description (QBD) mechanism on UF space

the GF values satisfying the specific user’s criteria.

6.2 Sense Retrieval on UF Space

We may expect that a painting and its subjective de-
scription, given by a specific user, may be mapped into
the neighbors in UF space. The user has only to show
several words as “query by subjective descriptions
(QBD)”. The system evaluates the most suitable col-
oring pictures for the words by the distance in the UF
space.

The UF space gives a criterion to evaluate the textu-
al data and the pictorial data by their contents. The UF
space enables multimedia operations on different do-
mains. Note that the sense retrieval algorithm evalu-
ates the visual impression in UF space. Therefore, we
can retrieve paintings without assigning keywords to
every painting.

Fig.10 is an example of sense retrieval showing the
best eight candidates for the adjectives; "romantic, soft
and warm". These paintings roughly satisfied the per-
sonal view of the subjects.

For the other applications of the UF space, shown in
Fig.11, we can retrieve paintings that give us similar
impression by showing a painting as a visual example,
because pictures in the similar coloring are also
mapped into the neighbor in the UF space. We can also
infer the suitable keywords for simulating the user's
personal view, using the inverse mappings.
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Fig.10. Example of sense retrieval
in Query by Subjective Description

Fig.11. Similar image retrieval using a UF space
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Fig.12. “Concept map” of two distinct users groups
(left: female students, right: male students)

We can also visualize the differences of the vo-
cabulary of each user to describe their impressions.
The principal component analysis (PCA) visualizes the
spatial relationship of the impression words in the
user's SF space.

Fig.12 shows the results of PCA on SF spaces of
female students and of male students. In the left win-
dow, the SF space of female students, "sober" and
"placid" are opposite to "gorgeous" and "folksy / eth-
nic" on the first axis, and "charming", "elegant" are
opposite to "hard,” "wild" and "dynamic" on the sec-
ond axis. In the right window, the SF space of male
students, we see different relationships.

7. Toward Human-centered Information
Systems

Conventional information technologies have been
taking computer-centered approach in designing com-
puter systems and computer media. As a counter con-
cept to this, human media engineering takes a human-
centered approach which can evaluate and produce
wide variation of multimedia information including
personal information, such as a taste, a feeling on
something, on intention, and so on, as well as objec-
tive information in a natural manner.

Human media technology focuses on the interaction
manner between human beings and information space
or amongst human beings through information space.
It enables one to directly receive multimedia messages
through his five senses, and directly send those on a
feeling on something, an intention, and so on.

Human media engineering takes a human-centered
approach to the next generation information technolo-
gies for the advanced information infrastructure in the
twenty first century.

The essential technologies for human media can be

categorized into three. They are knowledge media
technology, virtual media technology and kansei me-
dia technology. Let us summarize our essential con-
cepts of human media engineering from these aspects.
(a) Knowledge Media: Knowledge media technolo-
gy supports to describe knowledge of the real
world, common sense, context of a task and also
each person's knowledge background in relation
to multimedia data; ontology base and ontology
management. It supports seamless communica-
tions amongst users on cyber space to access,
extend, share and re-use the knowledge on appli-
cation domains.
Virtual Media: Virtual media technology sup-
ports smooth human-computer interaction
mechanisms with multimedia representation in a
natural extension form of our sense and behavior.
We can act to, or look at the real world through a
cyber space with super-reality and actuality.
Thus, it enables us to share the real space in one-
to-one through many-to-many communication
amongst all the participants over a long distance
in a multimedia manner.
Kansei Media: “Kansei” media technology
models the each user's cognitive process for
multimedia information. Typical subjective in-
formation of a specific user is a personal knowl-
edge of something, a taste, a feeling on some-
thing, an emotion, an intention, and ideas, and so
on. It can create a multimedia message in the
most familiar representation to each of the speci-
fic persons. It also enables to share and re-use
subjective information amongst human beings
with different personal backgrounds.

(b)

©
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