Training Adaptive Equalization With Blind Algorithms

Masanobu Namiki and Tetsuya Shimamura
Department of Information and Computer Sciences, Saitama University
255 Shimo-Okubo, Saitama, 338-8570 Japan
Phone: +81-48-858-3496, Fax: +81-48-858-3716
Email: shima@sie.ics.saitama-u.ac.jp

Abstract: A good performance on communication sys-
tems is obtained by decreasing the length of training se-
quence in the initial stage of adaptive equalization. This
paper presents a new approach to accomplish this, with
the use of a training adaptive equalizer. The approach is
based on combining the training and tracking modes, in
which the training equalizer is updated by the LMS al-
gorithm with the training sequence and then updated by
a blind algorithm. By computer simulations, it is shown
that a class of the proposed equalizers provides better
performance than the conventional training equalizer.

1. Introduction

One of the major problems in digital communica-
tion systems is that of existence of intersymbol inter-
ference(ISI). To overcome ISI, various types of adaptive
equalizers have been proposed so far [1][2]. In the ini-
tial stage of the equalizers, a certain length of training
sequence is usually transmitted to adjust the equalizer
coefficient vector. And then, a data sequence is trans-
mitted with the adaptation of the equalizer coefficient
vector. Hence, a shorter length of training sequence in-
creases the number of data to be transmitted. However,
as the training sequence length is decreased, the task
of equalization is not succeeded and a higher error rate
in symbol detection is caused. In addition, the training
sequence length required for the equalizer is changed
dependently on ISI. This is typical with the use of the
LMS algorithm [3] for the equalizer coefficient adapta-
tion. The LMS is the most popular adaptive algorithm
for the equalization scheme involving the training se-
quence, so-called training equalization. However, the
convergence speed of the LMS depends on the spread
of eigenvalues in the input autocorrelation matrix and
a large spread of those invokes a slow convergence [4],
in which a long training sequence is required. This de-
teriorates the efficiency of the communication systems.
Thus, if the training sequence length is fixed as being
comparatively short for the communication systems re-
gardless of the channel characteristics, a highly efficient
communication may be realized.

More recently, there has been much interests in blind
equalization, where no training sequence is used [5][6].
Blind equalization is attractive in the sense of increasing
the efficiency of communications, but it has a problem
which is not shared with the training equalization. It is
necessary for the blind equalizer to set the initial values
of the coeflicient vector without training. If these values
are not suitable for the channel, the convergence of the

equalizer becomes quickly worse.

In this paper, we describe a new approach for the
training equalization, which employs a blind adaptive
algorithm. At first, a training sequence (generally whose
length may be insufficient for the conventional training
equalizer) is transmitted to update the coefficient vec-
tor of the equalizer, and then the updated coefficient
values are modified and used as the initial setting of the
blind algorithm. And then a data sequence is trans-
mitted with the adaptation of the equalizer coefficient
vector based on the blind algorithm. Since the train-
ing sequence length used is comparatively short for this
scheme, it is expected to increase the efficiency of the
communication system.

This paper is organized as follows. In Section 2,
we describe some conventional algorithms of adaptive
equalization. In Section 3, we provide the new approach
for the training equalization. We demonstrate computer
simulations in Section 4. Finally, conclusions are drawn
in Section 5.

2. Conventional Algorithms

2,1 Training Adaptive Equalization

w(n)
waing . /

+ x(n) ym

e Ho) [E—+ C@
/ errorsignal e(n) s~
Delay +

Figure 1. Training adaptive equalizer in the training
mode
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Figure 2. Training adaptive equalizer in the tracking
mode

A general structure of the training adaptive equalizer
is shown in Figures 1 and 2. The input vector X (n) is
defined as

X(n)=[z(n) z(n-1) ... z(n-M+ 1T (1)

where T denotes transpose and z(n) is the channel out-
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put given by

z(n) = i hid(n — 1) + w(n). (2)

i=—ou

The d(n) is assumed to be the transmitted sequence,
which is used as the training sequence at the receiver
side. The w(n) is additive noise and h; denotes the
channel impulse response. The equalizer coefficient vec-
tor is defined as

C(n) = [e1(n) ca(n) ... eae(n)]¥. (3)

Then, the equalizer output is obtained as
y(n) = X(n)"C(n). (4)

The training equalizer starts its adaptation with the
known training sequence during the initial stage. Gener-
ally, the coefficient vector of the equalizer is initialized
to a zero vector, that is C(0) = 0. And then, vari-
ous types of adaptive algorithms can be used to adjust
the equalizer coefficient vector by minimizing the mean
square error (MSE) between the equalizer output, y(n),
and the training sequence with a delay, d(n — D). If the
LMS algorithm is used for the adaptive algorithm, then
the adaptation of the coefficient vector is described as

e(n) = d(n — D) — y(n) (5)
Cln+1) = C(n) + pe(n) X (n) (6)

where p is a positive constant called ”step-size param-
eter” that controls the rate of convergence of the LMS
algorithm.

After such a training process, the equalizer coefficient
vector becomnes close to the desired one, because much
of the ISI caused by the channel is removed in the train-
ing process. In the next stage, a real data transmission
is accomplished through a memoryless decision device
(slicer). The receiver switches into the tracking mode
where the equalizer output y(n) is sent to the slicer and
the slicer output z(n) is used in place of the training
sequence to update the equalizer coefficient vector. In
this case, since a decision of the equalizer output is used
in the training mode, the tracking mode results in a
decision-directed (D-D) mode. The LMS adaptation in
the D-D mode is described by

z(n) = sgn(y(n)) (7)
e(n) = z(n) — y(n) (8)
C(n + 1) = C(n) + pe(n) X (n). (9)

The LMS algorithm works well in the D-D mode when
the MSE level of the equalizer output is considerably
reduced in the training mode. Thus, in general, a long
training sequence is prepared for the training adaptive
equalizer.
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Figure 3. Blind adaptive equalizer

2.2 Blind Adaptive Equalization

A general structure of the blind adaptive equalizer
is shown in Figure 3. For the blind equalizer, there
is no training mode. Thus, immediately a real data
transmission begins. If the Sato algorithm [7] is used
for the adaptation of the blind equalizer, the coefficient
vector is updated as follows:

e(n) = y(n) — 7 sgn(y(n)), (10)
C(n+1) = C(n) — pe(n) X (n) (11)

where v is a constant determined by

_ Els(m))?

= B (12)

The s(n) is the transmitted sequence and E denotes
expectation.

It is essential for the blind algorithms that C(Q)
should not be set to a zero vector. If such a setting is
used, the equalizer does not work effectively. To avoid
this situation, the initial coefficient vector of the blind
equalizer should be set to a vector suitable for the chan-
nel. The initial coefficient vector is typically set to that
in which only one element is 1 and the other elements
are 0s. However, we have no accurate knowledge about
the channel a priori in many cases.

3. Training Adaptive Equalization With
Blind Algorithms

As described in Section 2, both the training and blind
equalizers have each problem. The training equalizer
needs a training sequence whose length is proportional
to the degree of ISI. On the other hand, the blind equal-
izer needs a knowledge of the channel characteristics by
which the initial coefficient vector of the blind algorithm
is set up. To solve these problems, we propose a new
strategy for the channel equalization, where a blind al-
gorithm is applied to the training adaptive equalizer in
the tracking mode.

Now suppose that for the training equalizer a con-
stant length of the training sequence is required in the
training mode. We denote this length by N¢.. Gener-
ally, Ny, is set to a large number not to fail the task
of equalization. However, for the proposed approach,
N,, can be less than a common used in the conventional
training equalizers.

After the training of the equalizer based on the train-
ing sequence, we modify the coefficient vector as de-
picted in Figure 4. One element which gives the maxi-
mum value among the coefficient values is selected and
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defined as M AX. Then, at the Ny, iterations of the
adaptive algorithm,

emax(Nir) = a (13)
ci(Nix) =0 i# MAX (14)

are operated. After this, by using this coefficient vector
as the initial vector setting, a blind algorithm is imple-
mented in the tracking mode.

After training: C(Ntr)
. P ‘ e .
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Figure 4. Coeflicients modification

The idea of this approach comes from the fact that
the training equalizer should make the same main tap
as the blind equalizer in an ideal case. Thus, if the co-
efficient vector of the equalizer trained in the training
mode is utilized for the setting of the initial coefficient
vector of a blind equaliser, the blind equalizer could be-
have robustly without the training sequence. This di-
rectly results in shortening the training sequence length
required.

4. Combuter Simulations

In this section, we will illustrate the performance of
the proposed equalizer and compare it with the con-
ventional one. In the following simulations, we used a

raised-cosine channel [4], whose impulse response is de-
scribed by

e = {%[1 reos(BlE-2) =123 o

0, otherwise
where W is a parameter to control the magnitude of
ISI induced by the channel. Specific parameters for the
simulations are as follows;

« channel parameter W = 2.9,3.2,3.5

« additive noise w(n) : white Gaussian noise by which

the signal-to-noise ratio (SNR) of the channel out-
put is set to 40dB

o transmitted signal s(n) : random sequence with the

values of +1

o filter order M =11

. delay D=7

« step-size g = 0.025 (only for LMS + Godard, y =

0.015)

In Table 1, the training sequence length required for
the training equalizer with the LMS adaptation has been
investigated. On each channel determined by the pa-
rameter setting of W, we found the minimum length of
the training sequence, Ny, , for which the training equal-
izer in the D-D mode provides the lowest MSE level in
the steady state. It is observed that as the channel pa-
rameter W is increased, a longer length of the train-
ing sequence is required. This suggests that if we have

no knowledge about the channel a priori, an sufficiently
long length of the training sequence should be prepared.
Such setting for the equalizer, obviously, is not required
on the channel with a small W.

Table 1. Relation between the channel parameter and
the minimum length of the training sequence for
the LMS training equalizer

W | N | MSE
291 34 | -4.05
3.2 | 47 | 447
35| 94 | -6.14

On the other hand, the MSE included in Table 1
shows that obtained at the N;,-th iterations of the LMS
algorithm for each of the channel parameters. From
this, we see that by reducing the MSE level to about
-5dB in the training mode, the training equalizer works
effectively in the D-D mode.

Next, we implemented the proposed training equal-
izer in three types of connection of adaptive algorithms.
One of the three proposed equalizers is that in which
the LMS algorithm is commonly used in the training
and tracking modes!, but the coefficient vector is mod-
ified at the end of the training mode. This is denoted
by LMS + LMS. In the other two proposed equalizers,
blind algorithms are used. One of them is that in which
the LMS algorithm is used in the training mode and the
Sato algorithm is used in the tracking mode (LMS +
Sato). The other is that in which the LMS algorithm
is used in the training mode and the Godard algorithm
[8] is used in the tracking mode (LMS + Godard). In
Table 2, a performance comparison of these proposed
equalizers has been made with a common length of the
training sequence, N;.. The MSE included shows that
obtained with the coefficients modification technique of
(13)(14) at the N, iterations of the LMS algorithm for
each of the channel parameters. It is observed that the
MSE level achieved for each channel is nearly the same
for the three equalizers. However, by comparing Table
2 with Table 1, we notice that at the end of the training
mode, the proposed equalizers provide a significant im-
provement in the MSE level. To obtain this, the training
sequence length required for the proposed equalizers is
only 20, which is significantly smaller than that required
for the conventional training equalizer, as found in Table
1. Thus, we deduce that the training sequence length
required could be decreased by relying on the proposed
equalizers.

An example of the convergence curves the proposed
equalizers provide is shown in Figure 5, where the con-
ventional training equalizer is compared with the pro-
posed equalizers. This figure shows that by means of
the coefficients modification technique employed in the
proposed equalizer, a significant reduction in the MSE

! The LMS algorithm used in the D-D mode can be recognized
as a blind algorithm.
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Table 2. Relation between the channel parameter and
the minimum length of the training sequence for
the proposed training equalizer

Algorithm W | N;, | MSE
LMS+Sato 2.9 -10.22
3.2 -7.26
3.5 -6.65
LMS+Godard | 2.9 -10.22
3.2 20 {-7.26
3.5 -5.26
LMS+LMS | 2.9 -10.21
3.2 -7.26
3.5 -6.65

Mean Square Error{(dB)

Number of Iterations

Figure 5. Convergence curves in the case of W = 3.2.
The LMS +DD denotes the conventional training
equalizer in which the LMS algorithm is used in
the training mode and the LMS algorithm is again
used without the coefficients modification in the
tracking mode.

levels is obtained and results in a faster convergence.
Also, this figure suggests that the Sato algorithm is pre-
ferred as the blind algorithm connected from the train-
ing mode.

5. Conclusions

In this paper, for the purpose of increasing the effi-
ciency of a communication system, a new approach for
the training equalization has been developed where a
blind algorithm is applied in the tracking mode of the
training adaptive equalizer. Through computer simula-
tions, we found that the task of the training adaptive
equalizer is satisfied with reduction to an MSE level of
~5 dB in the training mode. Also, it was confirmed
that the proposed equalizers shorten the length of the
training sequence.
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