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Abstract: The replication of data is used to increase its availability, improve the performance of a system, and advance the fault-tolerance of a system. In this paper, it is required for the information about the location of a primary site of the replicas of each data item. The replicas of each data item are hierarchically organized to a tree based on the fact that the root is the primary replica in partially replicated databases. It eliminates useless propagation since the propagation can be done to only sites having replicas following the hierarchy of data. And our algorithm schedules transactions so that the execution order of updates at each primary site is identical at all sites by using timestamp. Using our algorithm, the consistent data are supplied and the performance of read-only transactions can be improved by using tree structure of replicas of each data item.

1. Introduction

Replication of data is used to increase its availability and reliability of a system, and to balance the server load in distributed database system. Replicated database systems are classified into fully replication and partially replication according to the degree of replication for the data. The previous works have nearly treated only fully replication[1,2,3,4,5,6]. But, the system performance degrades according to the increase of unnecessary messages when the fully replication mechanism is applied to the partially replication of data as it is.

The important issues in the replicated databases are the maintenance of consistency of the replicated data and the propagation of updates. Most of systems use ISR(One Copy Serializability) as the correctness criteria of the execution of transactions.

The methods to propagate updates to replicas can be classified into eager propagation and lazy propagation. Eager propagation keeps all replicas exactly synchronized at all sites. But it decreases update performance and increases transaction response times. Lazy propagation asynchronously propagates updates to other sites after committing a transaction. It gets a fast response time since it does not need to wait for the propagation to all nodes, but may causes the inconsistency of replicas due to the difference of the update propagation time.

This paper proposes the replicated data management method in partially replicated database. As referred previously, if the fully replication is used for partially replication as it is, it would cause the unnecessary messages and thus the propagation would take a long time. To prevent these problems from being caused, we will organize replicated data items hierarchically to form a tree for each data item. And, we propose a mechanism that does not cause unnecessary messages and propagates updates fast. Our algorithm uses a lazy propagation and resolves non-serializable execution of transactions that can occur when updates are propagated.

The remainder of this paper is organized as follows. Section 2 presents the related works that control replicas in replicated databases. Section 3 presents the problems that can be caused in the previous works. Section 4 presents our algorithm and its system model. Section 5 concludes the paper.

2. Related works

This chapter presents previous works proposed for methods controlling replicas in replicated databases. In [7,8,9,10], it is shown that the replication consistency could be violated due to lazy propagation in lazy master replication databases, and it is proposed for the immediate-propagation strategy to maintain the replication consistency. They indicated the low performance in 2PC and proposed the methods to improve the degree of freshness using relaxation of mutual consistency. The degree of freshness reflects the recency of data. But, for this the reliable multicasting protocol must be supported.

The replicated databases must guarantee ISR to maintain the replication consistency. ISR(One Copy Serializability) means that the effects of transactions performed by various clients on replicated data items should be the same as they were performed one at a time on a single data item. So when data are replicated at several sites, an update propagation method is necessary to maintain the replication consistency. [11,9,12,13] proposed update propagation methods that can be classified into the eager update propagation and lazy update propagation.

According to the propagation of updates, there are a group method and a master method. In the group method, updates may be issued from any copies. The group method has more chances for update conflicts than the master method that all updates are propagated from primary copy of the data to its replicas.

[13] referred to the problem that can occur to maintain strong consistency in large scale replicated databases. It proposed an asynchronous update propagation method based on hierarchical structure in order to decrease the overhead needed for all sites to have an identical state in large scale replicated databases. According to geographical
locations and logical criteria, the sites are grouped into
clusters. And it relaxed the criteria of consistency according
to the hierarchy of clusters. It significantly reduces the
transaction abort rate and improves user-level transaction
response time. In addition, it referred to the need of weakly
consistency for highly available services which gives the
clients reasonable response time, even if some results do
not conform to sequential consistency[11,13].

3. Problems

This section presents update propagation problems that can
occur in the replicated databases.

Example 1: an example of non-serializable execution
due to lazy update propagation

\[ x \rightarrow y \]

Site 1

\[ x \rightarrow y \]

Site 2

Suppose that there are replicated two data items x and y in
the site1 and site2 as upper figure. Suppose that there are
two transactions T1: w1(x) r1(y) and T2: r2(x) w2(y), and
the primary site of data item x is site1 and the primary site
of data item y is site2. A write operation must be executed
in primary site and a read operation can be executed in
arbitrary site. T1 and T2 can be committed in site1 and
site2, respectively. Site1 propagates the updates of data
item x to site2, and site2 propagates the updates of data
item y to site1. As a result, it is possible to generate a
history H1: r1(y) w1(x) c1 w2(y) (T1 \rightarrow T2) in the site1
and a history H2: r2(x) w2(y) c2 w1(x) (T2 \rightarrow T1) in the
site2. The union of H1 and H2 creates a cycle in their
serialization graph.

A large scaled system uses a hierarchical structure because
the hierarchical structure is better than the linear structure
in the search time and scalability. There is a primary copy
on the top-level node in the hierarchical structure and the
update must be executed in the primary site. At this time, if
an update transaction is submitted to the site not in the top-
level, its update operations have to be submitted to the
primary site, they are executed in the primary level, and the
result of updates is propagated to the sites in the lower level
than that of the primary site. If this structure has the deep
level, it would take a long time to find a primary site and
propagate the updates. If an update transaction is submitted
to the site in the bottom-level(leaves), there are a lot of
overheads to find the primary site in the top-level. It results
in the inefficiency since even the sites that don’t have the
replicated data receive the update message.

4. Proposed algorithm

This chapter presents an algorithm of UP-RDT(Update
propagate Protocol using Replicated Data Tree) that we
propose and its example.

4.1 System model

UP-RDT is based on the system architecture like in Figure
1. The architecture is composed of a set of sites connected
through a network. Each site consists of a global transaction
manager (GTM) and a site manager. The data is replicated
partially. GTM assigns a timestamp to each transaction. It
becomes a coordinator for update transactions. Each status
database (status-DB) maintains the location of a primary
site that executes the update operation. Each site manager
having a primary copy propagates the updates efficiently
using a tree structure which maintains the location of the
other replicas. The structure of sites can be reconfigured to
propagate the updates efficiently using a replicated tree,
too[13].

4.2 Assumptions and data structures

Our algorithm has been developed under the following
assumptions.

* Each data is partially replicated.
* A network is reliable. That is, the message is transmitted
  from a site to another site eventually.
* The multi-view for each replicated data is allowed. This
  means some data inconsistency can be caused since all
  replicas don’t have the same values while propagating the
  updates.
* The master update method is used to update the replicated
  data. Only a primary site can execute updates and
  propagates them when the transaction commits.
* The clock of each site is synchronized to give unique
timestamp to each transaction.

The status-DB and the replicated data tree structure are
presented like in Figure 2 and 3. The status-DB maintains
the location of primary replica for each data item. The
primary site of each replica maintains the information about
the location of the sites having the data using a tree, and
propagates its updates efficiently. The example of tree
structure in a primary site is like in Figure 3. We treat the
detailed contents of the configuration of tree in section 4.3.

4.3 UP-RDT algorithm
This section presents the transaction execution and the updates propagation method using the tree of sites having replicas in the partially replicated database.

- **The organization of status-DB and the reconfiguration of sites**
  GTM collects the information about primary copy of the each data item to organize status-DB. The primary site of each data item has the most frequent access for the data. And the system can reconfigure the site architecture in the same of tree-structured architecture of replicated data to propagate the updates efficiently.

- **The submission of a transaction and the allocation of timestamp**
  The user transaction is submitted to GTM of a site, and the site to which a transaction is submitted becomes a coordinator. The coordinator gives an unique timestamp to each transaction. The timestamp is composed of a local timestamp and a site number. The local timestamp indicates the clock time of the site that a transaction is submitted, and the site number is used to differentiate the same local timestamps for the uniqueness of timestamps. And the site manager can classify transactions into the update transactions and the read-only transactions.

- **The schedule of each operation**
  A read operation is executed in the submitted site, and an update operation should be executed in its primary site. If the submitted site has not the data item to read, the nearest site having it is selected since it has the least access overhead. GTM maintains GSG(global serialization graph) to guarantee the serializable execution of transactions. The transaction should not cause a cycle to execute the read or write operation when the edge is inserted in GSG. If there is no cycle in GSG, it has to be executed in the order of timestamps.

- **The commit of a transaction**
  The coordinator of the transaction uses 2PC protocol to commit the transaction.

- **The updates propagation**
  When the update transaction commits, the coordinator submit its update operations to the corresponding primary sites. After executing update operations, the primary site propagates its update results to its children. The timestamp of the committed transaction is assigned to the update operation to be propagated. The primary site of each data item maintains the tree structure that consists of sites of the replicas. The root of tree for a data item is a site having the most frequent access to it. To minimize propagation time, a tree structure is a balanced tree that has the same depth for all nodes.

**Update propagation algorithm**
1. When a transaction Ti is submitted a site Si;
   GTM1 assigns unique timestamp to Ti;
   If Ti is a read-only transaction, then
      For each read operation,
         submit it to the site that has the least overhead to execute the operation;
   else
   For each operation,
      If it is a read operation, then submit it to the site that has the least overhead to execute the operation;
      If it is a write operation, then submit it to the primary site for a data item to write;
  2. When a transaction Ti is committed;
     If Ti is a read-only transaction, it is committed;
     If Ti is an update transaction, a commit protocol (2PC) is performed;
  3. If the result of the commit protocol is commit,
     then Ti is committed;
  else Ti is aborted;

**Commit Protocol**
- Coordinator  
  1. a coordinator sends a vote request to primary sites(participants) which have data items to be updated;
  2. if all participants voted to YES, send commit message to all participants;
- Participant  
  1. a participant votes YES if the execution of update operations guarantees serializability;
     otherwise, it votes NO;
  2. if a participant receives a commit message, it propagates the updates following down the tree of each data item;

**Example 2 Example of the execution of UP-RDT algorithm**
Suppose that the partially replicated databases include four sites and a status-DB that maintains the location of primary site of each data item. Let the primary site of data items x, y, z, and a be S1, S2, S3, and S4, respectively.

\[
\begin{array}{|c|c|}
\hline
\text{x} & \text{Site 1} \\
\hline
\text{y} & \text{Site 2} \\
\hline
\text{z} & \text{Site 3} \\
\hline
\text{a} & \text{Site 4} \\
\hline
\end{array}
\]

Figure 4. Partially replicated database and its status-DB

Suppose that following 5 transactions are submitted to this system.

\[
T_1 : r_1(x) \ r_1(y) \\
T_2 : w_2(x) \ r_2(z) \\
T_4 : r_4(x) \ r_4(a) \ r_4(y) \\
T_5 : w_5(x) \ w_5(z) \\
T_3 : r_3(x) \ w_3(y) \ w_3(z)
\]

Suppose that the timestamp of the each transaction is given \(ts(T_1)=10.1, \ ts(T_2)=12.2, \ ts(T_4)=15.4, \ ts(T_5)=20.5, \ ts(T_3)=25.3\). The tree structures of the replicated data in each primary site are presented as in Figure 5. The root of the tree indicates the primary copy.

Figure 5. Tree structure of the replicated data in the primary site

**The execution of transactions in each site is as follows.**
A write operation must be first executed in the primary site of a data item and the update has to be propagated to child nodes of a tree of replicas. A read operation can be executed in arbitrary site. For that, GTM should maintain the information about primary copy of each data item. Transactions T2, T1, T4, and T5 can be committed at the time ① for T2, at the time ② for T1, at the time ③ for T4, and at the time ④ for T5, respectively. But T3 is aborted at the time ⑤ because w3(z) becomes too-late operation. When T2 commits at the time ①, the update of x is propagated to s3 and s4 through the data tree. Every GTM maintains SGT as follows. We can know SGT guarantees the serializability of transactions.

The serializable order for x:

\[ T_1 \rightarrow T_2 \rightarrow T_4 \rightarrow T_5 \]

Or \[ T_1 \rightarrow T_2 \rightarrow T_3 \rightarrow T_5 \]

The serializable order for y:

\[ T_1 \rightarrow T_3 \rightarrow T_4 \]

The serializable order for z:

\[ T_2 \rightarrow T_5 \]

The serializable order for a:

\[ T_4 \]

We prove UP-RDT algorithm guarantees serializability.

[Theorem 1] UP-RDT algorithm guarantees the serializability of transaction.

Proof. If UP-RDT algorithm does not guarantee serializability of transactions, SGT generated by UP-RDT would include a cycle. We will show that SGT generated by UP-RDT does not include the cycle.

Suppose that SGT generated by UP-RDT includes the cycle such as \( T_1 \rightarrow T_2 \rightarrow \ldots \rightarrow T_n \rightarrow T_1 \). For the transaction Ti and Tj, the edge Ti→Tj in SGT means \( ts(T_i) < ts(T_j) \) since conflict operations are executed in order of timestamps. If SGT include the cycle, it means the edge \( T_1 \rightarrow \ldots \rightarrow T_i \) indicates \( ts(T_i) < ts(T_i) \) and the edge \( T_i \rightarrow \ldots \rightarrow T_1 \) indicates \( ts(T_i) < ts(T_1) \). It results in \( ts(T_i) < ts(T_j) < ts(T_i) \). It is contradictory to the assumption that timestamp is unique and conflict operations are executed in order of timestamps.

So UP-RDT algorithm schedules the transactions so that SGT does not include the cycle, and guarantees the serializable execution of transactions.

5. Conclusion

Replication of data is used to increase its availability and improve the performance of a system. The replicated data control mechanisms of the previous works are based on the fully replicated databases. They have the shortcoming of the possibility of the nonserializable execution of transactions and of the long propagation time due to unnecessary message overheads since the messages can pass through sites not having replicas.

The recent replicated database applications have a tendency that their databases are largely scaled. The efficient replicated data control mechanisms in large scaled systems need the correctness criteria to guarantee the correct execution and the efficient update propagation method. And a large scaled system may have a lot of loads to propagate update results when a update transaction commits.

This paper proposed the update propagation algorithm applicable to partially replicated databases. The algorithm guarantees the serializability of transactions using timestamp and reduces the updates propagation time using a tree of replicated data. It uses 1-SR as correctness criteria of the execution of transactions, and can fast transmit update operations to primary sites using the status-DB that maintains locations of primary sites of data items. It reduced the updates propagation time by maintaining the balanced tree of replicated data in the primary site of each data item.
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