Lossless Inter-frame Video Coding using Extended JPEG2000
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Abstract: This paper describes an effective technique for lossless inter-frame video coding sequences based on a JPEG2000 CODEC. This technique has diminished the compression rate for lossless video coding. In this proposed method, firstly a predicted image for an input image is generated by motion estimation (ME), and then a difference image between the input image and the predicted image is calculated, and finally the difference image becomes an input image to a JPEG2000 encoder for lossless coding. Simulation results show the effectiveness of this method.

1. Introduction

MotionJPEG2000 (MJ2)[2] is a new standard for either lossless or lossy video coding. In MJ2, intra-frame coding is used for each frame and the amount of data after coding is quite large. In video coding, however, the amount of data can be reduced by eliminating temporal redundancy using inter-frame coding. Inter-frame coding is based on motion estimation (ME)[1], and is used in MPEG[3] that is a lossy coding standard for video sequences. While, for lossless video coding, approaches using ME have been studied in [4], [5], [6].

This paper proposes a method of lossless video coding using ME with JPEG2000 (JP2)[7]. The process is as follows,

(1) Generating a predicted image for a current image using ME
(2) Calculating a difference image between the current image and the predicted image
(3) Inputting the difference image to a JPEG2000 encoder

As MJ2, JP2 is a standard for either lossless or lossy image coding. JP2 adopts discrete wavelet transform (DWT), and it is well known that DWT gives better quality to image incomparsion to that by discrete cosine transform (DCT) which is used in JPEG and MPEG. Several types of scalability have been defined in JP2, such as SNR, resolution, and position scalability. The proposed method does not modify the JP2 CODEC, and thus these scalabilities are retained.

This proposed method adds following two more technique to ME.
- Interpolating pixels to improve the accuracy of estimated motion vectors (MVs)
- Processing ME by 8 x 8 block to find the detailed motions

In this paper, we evaluate how ME contributes to compression rate for lossless video coding.

2. Review

In this section, we review three systems used in the proposed method. The systems are fundamental to the proposed method.

2.1 Bitstream hierarchy in MPEG[8]

MPEG is lossy inter-frame video coding system. A MPEG sequence is the top layer of the coding hierarchy and consists of a header and some numbers of groups-of-pictures (GOPs). A GOP is a random access point. It is the smallest coding unit that can be independently decoded within a sequence, and consist of a header and some number of pictures. There is temporal redundancy between frames. To eliminate the redundancy, MPEG takes four picture types: I-pictures (intra coded pictures), which are coded without reference to any other pictures; P-pictures (predictive coded pictures), which are coded using ME from a previous I or P-pictures; B-pictures (bidirectionally), which are coded using ME from a previous and a future I or P-picture, and D pictures, which are intended only for a fast forward search mode. A typical coding scheme contains a mix of I, P, and B-pictures. Figure 1 illustrates a number of pictures in display order. The arrows show the dependency relationship of the predictive and bidirectionally predictive coded pictures.

2.2 Block-matching Motion Estimation

Let us divide a current frame into 16 x 16 blocks, called macro blocks. Figure 2 shows the process of block matching. The process of block matching is to find the macro block in search window of previous frame which is most similar to the current frame. The accuracy of ME depends on the matching criteria. One of the most popular criteria is SAD, given by

\[ SAD(k, l) = \sum_{i=1}^{16} \sum_{j=1}^{16} |P_t(i, j) - P_{t-1}(i + k, j + l)| \] (1)

Figure 1. Dependency relationship between I, B, and P-pictures
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where \((k, l)\) is the location in search window. \(P_i(i, j)\) is a pixel at \((i, j)\) in the current frame and \(P_{i-1}(i, j)\) is a pixel in the previous frame. When the value \(SAD(k, l)\) is minimum, \((k, l)\) stands for the MV of the macro block.

### 2.3 JPEG2000 coding procedure

Figure 3 is a block diagram of a JPEG2000 encoder. An input image is decomposed into sub-bands by a discrete wavelet transform and the wavelet coefficients of each sub-band are quantized. After quantization, each sub-band is divided into rectangular blocks, called codeblocks, which form the independent input to coefficient bit modeling and arithmetic coding. A separate arithmetic code is generated for each code-block. The arithmetic code for each code block has a lot of truncation points so that it can be truncated into a various lengths. One truncation point is allocated for each code block subject to a target bit rate. After that, the layer structure is formed for scalability of a bit stream.

### 3. Proposed Method

This section shows our proposed method of lossless coding for video sequences with less data. In this method, we apply ME to lossless coding for video sequences using JP2. Figure 4 shows the coding system of the proposed method.

ME is performed for an input current image (Figure 5(a)) with a reference image (Figure 5(b)) and then a predicted image (Figure 5(c)) and motion vectors are calculated. In this method, we calculate the difference (Figure 5(d)) between the predicted image and the original input image and then it is coded in lossless. Motion vectors are coded using VLC (Various Length Coding). These two information are sent to the decoder. They are decoded in the decoder to generate the complete restored images.

There are some conditions to meet on selecting the lossless CODEC. The codec must deal with both positive and negative numbers for lossless coding of inter-frame differences. Also the bit width will exceed over 8 bits. Moreover each pixel data must be integer for lossless coding even in using half or quarter pixel value. To solve the problems and encode video sequences in lossless, we use the JP2 codec. It can deal with both positive and negative numbers and bitwidths up to 32 bits.

By increasing the accuracy of ME, the data of inter-frame difference can be reduced with higher compression. To make ME more accurate, we use the following two methods.

(a) **ME using quarter pixels** Half pixels have been already used for ME in MPEG codec. To improve the accuracy of estimated motion vector, quarter pixels are introduced. The concept of a half pixel and quarter pixel is shown in Figure 6. A half pixel is generated by interpolating the center pixel and the neighbor pixels. Then a quarter pixel is generated by interpolating the center pixel and the half pixels. For lossless coding, the value of an interpolated pixel is rounded to an integer. Consequently, motion vectors are obtained more accurately, and the SAD becomes small. As a result, the inter-frame difference is highly compressed.

(b) **ME with 8 x 8 block size** ME is generally performed by macro blocks. To find the detailed motions, ME is performed with 8 x 8 block size. By using 8 x 8 block size, it enable to search minuter motion with 4 times as many motion vectors. Thus the SAD of each block becomes small and the inter-frame difference image is coded with higher compression.
4. Simulation Results

In the simulation, we used two kinds of video sequences having different sizes, “Mobile and calendar” (size 720x576) and “Tempete” (size 720x576). The video data is 8bit/pixel with no signs. We used ME to calculate the motion vectors and generate the interframe difference images. Motion vectors are coded using VLC and the difference image is coded with JP2 VM8.6[7] losslessly. In ME, reference frame is the frame just before the current frame. For each implementation, ME is performed by macro blocks (the size of search window $\omega = 8$) and 8x8 pixels blocks ($\omega = 4$) with whole, half, and quarter pixels. We compare the result with the conventional method using intra frame coding with JP2 or JPEG-LS[10](dealing with only positive numbers).

Table 1, 2 show the comparisons of filesize and bitrate of encoded images. As the results show, the data can be reduced by applying ME to lossless video coding. It makes motion vectors more accurate to use half and quarter pixels for ME and blocks having less SAD are selected. Though the data of motion vectors is more, the data of predicted images is less enough and the total filesize is reduced compared with the result using whole pixel for ME. When ME is performed with $8 \times 8$ pixels block size, the image data is about 2K bytes less. However the data size for motion vectors is 4 times as much as it obtained by ME with macro blocks, and the total filesize is increased. The simulations show the same result for both “Mobile and calendar” and “Tempete”.

5. Conclusion

We have described the method of lossless video coding using ME with JPEG2000. It is possible to make ME apply to lossless video coding with the combination of the existing algorithms. The simulation have shown that the proposed method is effective to reduce the com-
### Table 1. Filesize and Bitrate after encoding: Mobile and calendar

<table>
<thead>
<tr>
<th>Proposed method</th>
<th>pixel</th>
<th>blocksize used in ME</th>
<th>filesize [kBytes] difference</th>
<th>MV</th>
<th>total</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>whole</td>
<td>16 × 16</td>
<td>233.998</td>
<td>0.955</td>
<td>234.953</td>
<td>4.532</td>
<td></td>
</tr>
<tr>
<td>half</td>
<td>16 × 16</td>
<td>221.812</td>
<td>1.574</td>
<td>223.386</td>
<td>4.309</td>
<td></td>
</tr>
<tr>
<td>quarter</td>
<td>16 × 16</td>
<td>220.841</td>
<td>1.671</td>
<td>222.512</td>
<td>4.292</td>
<td></td>
</tr>
<tr>
<td>conventional</td>
<td>JP2</td>
<td>-</td>
<td>-</td>
<td>254.522</td>
<td>4.910</td>
<td></td>
</tr>
<tr>
<td>method</td>
<td>JPEG-LS</td>
<td>-</td>
<td>-</td>
<td>243.620</td>
<td>4.699</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conventional method</th>
<th>pixel</th>
<th>blocksize used in ME</th>
<th>filesize [kBytes] difference</th>
<th>MV</th>
<th>total</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>JP2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>254.522</td>
</tr>
<tr>
<td>JPEG-LS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>243.620</td>
</tr>
</tbody>
</table>

### Table 2. Filesize and Bitrate after encoding: Tempepe

<table>
<thead>
<tr>
<th>Proposed method</th>
<th>pixel</th>
<th>blocksize used in ME</th>
<th>filesize [kBytes] difference</th>
<th>MV</th>
<th>total</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>whole</td>
<td>16 × 16</td>
<td>66.240</td>
<td>0.132</td>
<td>66.372</td>
<td>5.238</td>
<td></td>
</tr>
<tr>
<td>half</td>
<td>16 × 16</td>
<td>64.469</td>
<td>0.275</td>
<td>64.744</td>
<td>5.109</td>
<td></td>
</tr>
<tr>
<td>quarter</td>
<td>16 × 16</td>
<td>63.974</td>
<td>0.174</td>
<td>64.148</td>
<td>5.141</td>
<td></td>
</tr>
<tr>
<td>conventional</td>
<td>JP2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>71.328</td>
</tr>
<tr>
<td>method</td>
<td>JPEG-LS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65.020</td>
</tr>
</tbody>
</table>

Compression rate for lossless video coding. The method is effective independently to image size.
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