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Abstract: In this paper, we propose a Hangul character recognition method in which new letter components as recognition units are introduced and the MLP (multilayer perceptrons) neural networks are employed for two-step recognition of Hangul. To recognize Hangul character, we divide it into two or three recognition units and extract the direction angle features of them to be fed to the corresponding neural network recognizers. The recognition results of neural network recognizers are combined by another neural network. The experiments were conducted on the Hangul characters from real letter envelopes which are collected in the mail centers in Korea and the results showed that our method performs better than the conventional one.

1. Introduction
Many studies on Hangul character recognition have been conducted in the past 20 years[1-6]. Most of early studies were related to machine-printed character recognition with limited sizes and fonts, and some commercial character recognition systems have been introduced in the middle of 1990s. The mainstream of recent studies is the recognition of hand-written Hangul having a much higher difficulty compared to machine-printed character recognition, whereas studies on machine-printed character recognition have not drawn interest. However, the conventional recognition methods of machine-printed Hangul character remain to be problematic in that they are sensitive to the conditions for acquisition of character images and the types of characters and have unstable recognition rates.

The most representative area among many areas of utilization of character recognition technologies is automatic postal sorting. Since about 80-90% of recent postal matters are machine printed, the machine-printed Hangul character recognition technology is particularly important. In order to sort postal matters at a high speed, a series of processes such as draw-in, feeding, image acquisition, address recognition, barcode processing, loading, etc. of postal matters should be at a fast speed. The most important process for raising the sorting rate among these processes is the recognition process of address images. An address image is acquired by a line scan camera with a low resolution of 200 dpi, since it is difficult to use a high resolution of greater than 300 dpi due to the restrictions of processing speed and the cost. Accordingly, it is very difficult to develop Hangul character recognizers having a high recognition rate.

In this paper, we propose a neural network based recognition method of Hangul characters of low quality. To recognize Hangul character, we divide it into two or three recognition units and extract the direction angle features of them to be fed to the corresponding neural network recognizers. The recognition results of neural network recognizers are combined by another neural network. The experiments are conducted on the Hangul characters from real letter envelopes which are collected in the mail centers in Korea. The experimental results show that our method performs better than the conventional one.

2. Hangul Character Recognition
In this section, we propose a Hangul character recognition method in which new letter components as recognition units are introduced and the MLP (multilayer perceptrons) neural networks [7] are employed for two-step recognition of Hangul.

2.1 Grapheme based Hangul Recognition
For Hangul recognition, we employ the grapheme based recognition method. The basic concept of the grapheme based recognition method lies in the regulations of combination of letter components of Hangul. The regulations of combination of Hangul may be divided into six types as shown in Figure 1 according to the position of a vowel and whether there is any last consonant [3][4].

Figure 1. Classification of 6 types of Hangul (FC: First Consonant, LC: Last Consonant, HV: Horizontal Vowel, VV: Vertical Vowel).

In view of whether there is the last consonant, types 1, 2, and 3 have no last consonant, and types 4, 5, and 6 have the last consonant. In view of the vowel in each type, types 1 and 4 have only the vertical vowel, and types 2 and 5
have only the horizontal vowel. On the other hand, types 3 and 6 show the combination of a horizontal vowel and a vertical vowel. The information on the type of Hangul may be utilized for important information in character recognition, since it is performed by estimating the position of a grapheme according to the type of a character, recognizing the letter component, and combining the result. Many studies of machine printed Hangul recognition utilized the type information to construct recognizers [1-4].

In the proposed method, the input character image is recognized after it is divided into several recognition units similar to the graphemes. As shown in Figure 2, Hangul recognition units (HRU) are defined differently according to their types. Here, HRU(T,n) means the nth recognition unit of Hangul type T. In cases of types 1, 2, 4, and 5, the recognition unit is a grapheme, and in cases of types 3 and 6, the first recognition unit is the combination of FC and HV, and the second recognition unit is VV (refer to Figure 1). Presented in Table 1 are HRU(T,n), Hangul letter components corresponding to it, and the corresponding examples.

Figure 2. Basic recognition units according to the types of Hangul.

<table>
<thead>
<tr>
<th>HRU(T,n)</th>
<th>Jaso</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRU(1,1)</td>
<td>FC</td>
<td>≠ of 기</td>
</tr>
<tr>
<td>HRU(1,2)</td>
<td>VV</td>
<td>ㅣ of 기</td>
</tr>
<tr>
<td>HRU(2,1)</td>
<td>FC</td>
<td>≠ of 노</td>
</tr>
<tr>
<td>HRU(2,2)</td>
<td>HV</td>
<td>≠ of 노</td>
</tr>
<tr>
<td>HRU(3,1)</td>
<td>FC+HV</td>
<td>구 of 귀</td>
</tr>
<tr>
<td>HRU(3,2)</td>
<td>VV</td>
<td>ㅣ of 귀</td>
</tr>
<tr>
<td>HRU(4,1)</td>
<td>FC</td>
<td>≠ of 한</td>
</tr>
<tr>
<td>HRU(4,2)</td>
<td>VV</td>
<td>ㅣ of 한</td>
</tr>
<tr>
<td>HRU(4,3)</td>
<td>LC</td>
<td>≠ of 한</td>
</tr>
<tr>
<td>HRU(5,1)</td>
<td>FC</td>
<td>≠ of 음</td>
</tr>
<tr>
<td>HRU(5,2)</td>
<td>HV</td>
<td>≠ of 음</td>
</tr>
<tr>
<td>HRU(5,3)</td>
<td>LC</td>
<td>≠ of 음</td>
</tr>
<tr>
<td>HRU(6,1)</td>
<td>FC+HV</td>
<td>고 of 관</td>
</tr>
<tr>
<td>HRU(6,2)</td>
<td>VV</td>
<td>ㅣ of 관</td>
</tr>
<tr>
<td>HRU(6,3)</td>
<td>LC</td>
<td>≠ of 관</td>
</tr>
</tbody>
</table>

Table 1. Composition of HRU(T,n).

2.2 Flow of Hangul Character Recognition

2.3 Construction of neural network recognizers

It is necessary to have as many recognizers as the number of HRUs forming each type since Hangul character images are divided into HRUs when they are recognized. For example, in case of type 1, it is necessary to have two HRU recognizers since HRU has the first consonant (FC) and the last consonant (VV). Let’s express the primary recognizer for HRU(T,n) which is the nth recognition unit in type T in terms of FHR. Such primary HRU recognizers are implemented with MLP neural network. As an example, FHR1 is shown in Figure 4. The inputs of the neural
network recognizer are the features extracted from the separated HRU(1, 1) image, and the outputs are the probabilities of HRU(1, 1) codes. The number of nodes in the output layer is 19 which is the total number of FCs, and each FC is assigned to one output node.

![HRU(1, 1) code diagram](image)

**Figure 4. FHR for HRU(1, 1).**

HRUs that are recognized by the primary HRU recognizers are re-recognized through the secondary HRU recognizer. Whereas the primary HRU recognition is performed independently for each HRU, the secondary HRU recognition is done by integrating individual HRUs. The secondary HRU recognizer is also implemented with the MLP neural network. Let's denote the secondary HRU recognizer for type T to SHR. Figure 5 shows SHR, the HRU recognizer for type 1 Hangul character. The inputs of the neural network are the recognition aspect features (RAF) from FHR and FHR, and the outputs are the probabilities of all codes of HRU(1, 1) and HRU(1, 2). The number of nodes in the output layer of the MLP is 28 which is the total number of FCs and VVs, and one FC or VV is assigned to one output node.

![Recognition Aspect Feature from FHR and FHR diagram](image)

**Figure 5. SHR for HRU(1, 1) and HRU(1, 2).**

2.4 Features for FHR

The feature used in HRU recognition is the direction angle of a pixel. Based on the position of each pixel forming an image, black adjacent pixels are expressed in terms of vectors, and the directional angle obtained by adding these vectors is the directional angle of a pixel at the corresponding position. If the pixel value at the \((x, y)\) position is expressed in terms of \(f(x, y)\), the direction angle of the pixel, \(\alpha(x, y)\), is defined as in the following equation,

\[
\alpha(x, y) = \tan^{-1} \left( \sum_{a, b} f(x+a, y+b) \sum_{a, b} f(x+a, y+b) \right)
\]

where \(f(x, y)\) is a binary function having the value of 0 or 1, and \(f(x+a, y+b)\) shows the value of a pixel positioned at the distance of \(a, b\) from \((x, y)\) in the x-axis direction, and \(w\) is the size of a window restricting adjacent pixels included in the computation of a pixel direction angle, and \(a, b\) are integers. In our work, \(w\) is set to 3. In Figure 6 for an example, there is one black pixel in the window, and the pixel vector is \([1, 1]^T\) and the direction angle is 45 degrees.

![Direction angle example](image)

**Figure 6. Direction angle example.**

2.5 Recognition Aspect Features (RAF) for SHR

The output values of output layer nodes of the HRU neural network recognizer, FHR, reflect the probabilities of the HRU codes (graphemes or combined graphemes). Thus, the HRU (grapheme or combined grapheme) code assigned to a node showing the maximum output value is the result of recognition of the input HRU image. Such output values of output layer nodes of the neural network recognizer are computed by using the output values of hidden layer nodes. So, the results of recognition of the neural network recognizer are determined according to the reaction of hidden layer and output layer nodes with respect to a given input.

![Type 1 character recognizer, CR](image)

**Figure 7. Type 1 character recognizer, CR.**
The vector having the output values of hidden layer nodes and output values of output layer nodes of the HRU recognizer are utilized as the input vector of secondary HRU recognizer, SHR. For example, if the recognizer recognizing 19 first consonants (FC) and the recognizer recognizing 9 vertical vowels (VV) are implemented in terms of 30 hidden layer nodes, respectively, for type 1 Hangul characters, 19 RAfs and 30 RAfs are obtained from the output layer and hidden layer of the first consonant recognizer, and further, 9 RAfs and 30 RAfs are obtained from the output layer and hidden layer of the vertical vowel recognizer. Therefore, RAF vector having 88 RAfs in total as the components are extracted. Figure 7 shows an example of such CR in terms of CR.

3. Experiments and Results
The experiments were conducted on the Hangul character images from real letter envelopes which are collected in the mail centers in Korea. We extracted the total of 602,149 images of 200 dpi resolution. Among the character images collected, the first 301,078 images were used for training neural network recognizers and the remaining 301,071 ones for testing recognizers.

We trained 15 MLPs for 15 FHRs and 6 MLPs for 6 SHRs. The configurations of MLPs were all the same; one hidden layer with 30 nodes. For all MLPs, the maximum iteration of learning was 100 with the learning rate of 0.1 and the momentum of 0.1.

The results of experiments are shown in Table 2. In the table, \((T, n)\) means \(n\)-th recognition unit of the Type \(T\). For examples, \((1, 1)\) means the first recognition object (first consonant) of the Type 1 character and \((4, 2)\) does the second recognition object (vertical vowel) of the Type 4 character. As shown in the table, the performance of the proposed method is much better than that of the previous one. It should be noted that the recognition rates of vowels \((\text{T, 2})\) are less than those of consonants \((\text{T, 1})\) and \((\text{T, 3})\). From the investigation, we found out that the recognition of vowels are more sensitive than that of consonants because the result of recognition might be erroneous when only one or two pixels of vowel are missing.

4. Conclusion
In this paper, we propose a Hangul character recognition method based on neural networks. The recognition are composed of two steps. At the first step, the input Hangul character is divided into two or three recognition units (HRUs) and those HRUs are recognized by primary HRU recognizers (FHRs). At the second step, the recognized HRUs are combined by SHR utilizing the recognition aspect features of FHRs.

The experiments have been conducted on the Hangul characters from real letter envelopes which are collected in the mail centers in Korea and the results have shown that our method performs better than the conventional one.
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