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Optimal Synthesis of Binary Neural Network using NETLA
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Abstract: paper

optimal

synthesis method of binary neural

network(BNN) for an approximation problem of a circular region and synthetic image
having four class using a newly proposed learning algorithm. Our object is to minimize the
number of connections and neurons in hidden layer by using a Newly Expanded and
Truncated Learning Algorithm(NETLA) based on the multilayer BNN. The synthesis
method in the NETLA is based on the extension principle of Expanded and Truncated
Learning (ETL) learning algorithm using the multilayer perceptron and is based on
Expanded Sum of Product (ESP) as one of the boolean expression techniques. The number
of the required neurons in hidden layer can be reduced and fasted for learning pattern
recognition.. The superiority of this NETLA to other algorithms was proved by simulation.
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1. Introduction

N-tuple method based BNN has been used in
image processing for pig evisceration and scene
analysis because of having many potential
advantages in knowledge manipulation.

However, the requirement problems of
real-time processing in BNNs for huge
quantities of data was not solved. Recently, the
geometrical learning algorithm called expanded
and truncated learning(ETL) algorithm was
proposed to train a three layer BNN using the
generation of binary to binary mapping. The
constraints in ETL are to employ a
hard-limiter activation function. Furthermore, its
connection weights and threshold values must
be integer variables. Its basic principles are to
find a set of required separating hyperplanes

through a geometrical analysis of given training
inputs and to determine their values of neurons.
And also it requires the tedious sequential
learning over all the patterns.

The MSP Term Grouping Algorithm
(MTGA)is that the training patterns is
represented in the boolean expression type

Minimum Sum of Product (MSP) as one of
digital logic synthesis method and only the
terms satisfying the Unate’s property as a
necessary condition are combined each other.
However there are some disadvantages that the
not-Unate terms must be given as the
additional neurons in hidden layer and the
training patterns must be represented only in
the MSP form.

Therefore, in the paper, a Newly Expanded
and Truncated Algorithm(NETLA) which can
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be applied even for the case of not-Unate and
other boolean expression with unusual MSP
form was proposed. This NETLA decides
weights and threshold values using ETL
algorithm and then an optimal synthesis
according to the extension principle of ETL is
acquired.

Its superiority which the number of neurons
in hidden layer can be reducible and the
learning speed be fastened was proved through
the practical application to ohject recognition
problem such as image classification.

2. Preliminary

2.1 Structure of BNN

Assume that the binary training input patterns
can be separated into the (n-1)th dimensional
hyperplanes which is expressed as net function
of Eq.(1) for n inputs.

nef(x, D=wx,+ wxo+ ... +w,x,— T=0 (1)

Where, w; : the connection weight between
the 7th input and the neuron
x; : the ith input
T: the threshold value

x: input vector; x=[xy,%2,...%,]
In this case, the set for training inputs must
be linearly separable(LS), and the (n-1)th

dimensional hyperplanes can be established by
n inputs with hard-limiter activation function

as Eq.(2).

Fig. 1 The Structure of BNN

1 :Z wx, -T =20
y = i=1
0 : otherwise (2)

where, y is output of neuron.

2.2 Decision of weight value and Threshold
value

To decide the weights and threshold value,
we can use the Reference Hypersphere(RHS)
method in the ETL algorithm which can be
determined from all the true and false pattemns
directly. RHS method used in reference
hypersphere and separating hypersphere. RHS
means separating hyperspheres  which  enclose
all the training patterns and include only the
true patterns. Hyperplanes are obtained by two
intersecting hyperspheres defined as RHS and
separating ones.

By using the geometrical ETL method, we
can found the necessary hyperplanes which

training inputs can be partitioned into the nth
dimensional unit hypercube with the center,
U/21/2,8 1/2)  and its radius Va/2, the

equation for the RHS is written as Eq.(3).

(x1—~2L)2+(x2—~2L)‘2+... +(x,,—J2~)2=14L<3>

And the separating hypersphere with its
center, </¢ and radius, R, inside the RHS is
assumed as Eq. (4).

(% €y 13 Cy
(= =)+ (= —2) + . (xy
[&)) Co

Co

)= R¥4)

Therefore, we can conclude that the two
hyperspheres intersect each other. When these
two 7th dimensional hyperspheres intersect, the
n—1th dimensional hyperplanes can be found.
The equation describing the hyperplanes is
obtained by subtracting Ec.(2) from Eq.(3) as
(2¢;— e)x) + (2cs— cxy+ ... +(2¢,— e)x, — T=0(5)

where, ¢: center of separating hypersphere

and, c=(c¢\/ ey, caf ¢y, -+, €al cp)
After multiplying Eq.(5) by ¢
gl wx;,—T=0

where, w;= ¢y—2¢;
Therefore, the resultant weight is calculated as
w;=¢y—2¢; and its threshold value is given

as

T =R, - ) ctle
0 ;1 0 (6)
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2.3 Principle of Extension in the ETL
algorithm

Principle of Extension in the ETL algorithm
is introduced using one simple example.
Consider the given function Ax; x,x;) which
has the 6~training inputs; {000, 010, 011, 111}
defined as '1’, {001, 100} as 'O’ and {101, 110}
as don't care. And let fp, be the minimum

value of ZX(ZCi—co)vﬁ among the rest
vertices in SITV(set of included true vertices),
and foa be the maximum of ZI(ZC;“ c)v!

among all the vertices. fiuin > fmax, there exists a
separating hyperplane which is
(2¢1— cp)xy + Qey— cdxy + ... +(2¢,— cpdx,— T=0

where, T=[fmi"7-'2_'fmx] and [x] : the

smallest greater one than or equal to x. If
Smin Sfmax  there does not exist a separating
hyperplane. Thus the trial vertex is removed
from SITV. For example,

Fmin = min[ —3x;+x,—x3] for SITV {000, 010,
011}, thus  fuin =0 fmax[ — 3%+ x,—x3] for
vertices {001, 100 111}, thus fu,=—1. Since
Fomin ? Fmax T=0, the hyperplane
—3x,+xy—x3 separates the remaining vertices
{000, 010, 011} from fp, the rest vertices. Since
SITV of the first neuron includes only {000,
010, 011}, the remaining vertices are converted
to expand into the first hypersphere. They are
the false vertices as {001, 100} and are
converted into true vertices. And the remaining
true vertex {111} is converted into a false
vertex. Choose one true vertex, say {001} and
test if the new can be added to SITV. It turns
out that SITV.includes all currently declared
true vertices {000, 010, 011, 001, 100}.
Therefore, the algorithm is converged finding
two separating hyperplanes, that 1is, two
required neurons in hidden layer.

and
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Fig. 2 The structure of a three layer binary
neural network for given example.

Table 1. Weight value and threshold value in
hidden layer for given example

000, 010, 011 1 1 1 1
001, 100 0 o 1 0
111 1 0 0 1

2.4 Problem of synthetic image having four
class
This is problem of image -classification
32X32 grayscale image. Quantization result
for points of 256 in the each class become
output of 4 and input of 10. Each algorithm
apply to this problem.

Fig. 3 The synthesis image having four class

2.4.1 Synthesis result for MTGA

MTGA is synthesis result of neurons in
hidden layer as Fig. 4. And the weights and
threshold value in hidden layer are
determined as the Table 2.
fi=x" \xex05 + X pxerg + X" 3 x6%8 + X% + X1 & 2" 3%6 %7
Jo=x3%" gx7%g + X" gX7%g + X1 X 62725 + X3 X6%7% g

+ xzxsxyx'g + X1 x6x7x'8 + xlxzxgxsx' 7
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fi=2" 1% o 3" ex7 + % & 6x 7205 + 179 % 62 128

+ 1 3x gx g + X 1 x6x 7% g+ 1 g x6% 72 g+ Xaxex 1% g

fi=x¢x X g F x5 6x g+ xox 6x g+ x X 62 g + X Xox3x 6% ¢

f4 = (x'7x'3+x3x'8+x2x'3+x1x'g+xlxgx:.{x'7) . JC’G

+ (& g+ a3 x g Fx9x g+ 2,0 g+ X1 x93 ) + 1

Fig. 4 The structure of three layer binary
neural network for MTGA

Table 2. Weight value and threshold value in
hidden layer

= S 4

t 1 |-4]-4|-4[o|o0]e]4]e0]o0] 110
. 2 |=s|s|s|ofojs]s|o]o]o| 12
| 5 [ae[a|o|of=m[@|®|ojo| s
4 [4]4]a]ofo|m|m][[0]0 3
5 818 |8j0fo}|8(-8|0{0]0O 28

6 |-8|-8|-8/0jo|sls|o]o]o )

7 |-al-a|-4]o]o feefa8lm|o|o0]| 18

8 |-al-4/4]0]o|mlsl®0]0]| 2

9 41414 |0}0|60|-4-60]0 10 -2

0 |sls|s|o|o]s|8|olo|o| 2

2.4.2 Synthesis result for NETLA
NETLA is synthesis result of neurons in
hidden layer as Fig. 8. And the weights and
threshold value in hidden layer are
determined as the Table 6.
H=(x" 125+ x oxg+ x 325+ x5 + 1" 2792 3%7)  x¢
+ (& yxg+ 2 oxg+ X 3xg T Xy + 2 20 x 3x7) - 1
fo=(x3x75 + %378 + X, %7%8) * %
+ (x3x720 + xpx7%8 + X, 27%g) + 1
+ (x327x g+ X x9x g + 21292 g + X1 X9%3x 1) + xg
+ (x3%7x g+ Xox2% g F 2, 20x g F 21 20%3x 1) + 1
f3=(x" % 9% 3% + % % pxg F X 9 1w+ X 3% qxg) - X
+ (1% 9x 7+ x| X qxg X 9% xg T a3 x 9xg) ¢ 1
(& x x g+ & 3% 95 g+ x3x 7% ) * %

+(x'1x'7x'8+x'2x'7x'g+x3x'7x'8) -1

Fig. 5 The structure of a three layer neural
network for NETLA

Table 3. Weight value and threshold value in
hidden layer

1 -4]-4{-4{0 [0 |0 |80|4|0 |0 30
2 |-8i1-g|-8jofjojo|sjojolo 20
3 4|4 00O 28|B|O}O -6
4 4440 |O0}jO[B|ZB|O}O 50
5 glsfjsjo|o|o}8l0]|0OfO 36
6 -g|-8|-8]0 |0 |O|-8|8]|O|O 4
7 0 |-4(-4|0 |0 |0 [-28]-28| 0[O 6
8 -4 (-4 0[O0 |0 F28-28/0|0 -6
9 441400 ]|0 |00|-4]0 |0 70
10 {8 |8|8l0|0}jO}-8{0}0]O 28

3. Conclusion

Because the NETLA proposed in this paper
can calculate the weights and threshold from
all the true and false patterns directly, it dose
not require an iterative learning. And also,
this algorithm has an ability to remove the
unsatisfactory troubles for the functions
without the Unate’s property and the
impossible one to describe in MSP type. The
proposed algorithm. We showed that when all
the true and false patterns are only given,
the connection weights and the threshold
values can be immediately determined by an
optimal synthesis method of the NETLA
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without any tedious learning. Furthermore,
the number of the required neurons in hidden
layer can be reduced and the fast learning of
BNN can be realized. The superiority of this
NETLA to other algorithms was proved by
the approximation problem of one circular
region and image synthesis having four class.
Consequently, .NETLA proposed in this paper
show that decrease to neuron number in
hidden layer and decrease to node number
from input layer to hidden layer. NETLA
proposed in this paper is proved to optimal
synthesis method for binary neural network.
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