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ABSTRACT
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1. Introduction’

Human being has been dreaming about
creating a great mobility. One of the results is
vehicle navigation system. With the assistance
of the vehicle navigation system driver can do
many intelligent works that once those never
be concerned as a possible task.

But, there are still obstacles to
overcome. In particular, the route planning task
that is one of goals of navigation systems

several

need to have intelligent method to determine
the optimal route.

There are two well-known methods to find
the optimal route. One is Dijkstras algorithm
and the other is Ax* algorithm. Those two
methods find the optimal route but both of
them have disadvantages, respectively.

According to the Dijkstras algorithm, it has
to visit all the nodes in a given map, therefore

it needs long execution time. In case of
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Ax-algorithm, it has to maintain extra
knowledge to calculate the heuristic cost.
These facts can be the critical matters to be
applied in a navigation system, which faces
not only static environment but also dynamic
environment.

This paper proposes the new method to find
the optimal route in navigation system.
Proposed method is implemented based on the
idea of Q-Learning.

2. Background
2.1 Autonomous car navigation systems

Human beings have never stopped
pursuing the dream of great mobility.
Thousands of years of civilization have led to
the modern vehicle location and navigation
systems of today. There are, and always will
be, a range of systems from the very low and
to the very high end. Figure 1 illustrates the
building modules of a navigation system. Main

modules are route planning, route guidance,

digital map database, positioning and map
matching.
Routing Rontine
Planning Guidance
Routing Rnnr.ipo
Planning Planning
. Routing
Planning
Routing Rowiting
Planning Planning

<Figure 1> Basic module for a navigation system

2.2 Optimal route planning in navigation
system

Route planning is the process of helping
vehicle drivers to plan a route prior to or
during their journey, based on a given map
provided by the map
available, with
received wireless
communications network. A commonly used
technique is to find a minimum-travel-cost
route based. on criteria such as time, distance,
and complexity.

database module, if

along real-time  traffic

information via, Le.

.representatives  of

Route planning is a process that helps
vehicle drivers to plan a route prior to or
during a journey [1]. A wvariety of route
optimization criteria (planning criteria) may be
used in route planning. We refer to all these
factors as the ‘travel cost’. Some drivers may
prefer the shortest distance. Others may prefer
the shortest travel time. Thus the evaluation
function chosen to minimize this cost depends
on the system design and user preference.

2.3 The Dijkstras algorithm & The
Ax—-algorithm

The Dijkstra’s algorithm is one of the main
shortest path algorithms
[5-6]. This algorithm is a general method to
solve the single-source shortest path problem.
The Dijkstras algorithm is a prime example of
a greedy technique, which generally solves a
problem in stages by doing what appears to
be the best thing at each stage.

The A*-algorithm is one of the most
popular search methods [3]. In
general, there are different search strategies to
realize a heuristic search method. A heuristic
is a technique for improving the efficiency of

heuristic

a search process by possibly sacrificing claims
of completeness. The merit of using heuristic
information is that this information helps to
determine which is the "most promising" node,
which successors to generate, and also it tells
which irrelevant search branches to prune [2].
In the A*-algorithm' this heuristic evaluation
function enables the algorithm to search the
most promising nodes first. In other .words: to
find the most promising node, the evaluation
function is used [1]. . '
2.4 Q-Learning
Reinforcement learning is Jlearning from
positive and negative rewards [2]. One of the
most important breakthroughs in reinforcement
learning was the development of Q-learning
[4]. As can be seen from Figure 2, Q-learning
consists of a termination checking step (line 2)
and action selection step (line 3), an action
execution step (line 4), and a value update
step (line 5). For the moment, the initial
Q-values stay unspecified.
The action selection step implements the
exploration rule ("which state to go to next").
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It is constrained to look only at information
local to the current state s of the system.

For each state and action , initialize

the Q-value to zero.
Observe the current state
1. Set s:= the current state.

2, If then stop.
state).
3. Select an action

is goal

sSEF (75
aEZ(S).
4, Execute action a./* As a consequence,

the agent receives reward V(S,a) and is in

state <‘W(s,a). Increment the number of

steps taKen, i.e. set t = t+lx/

5. Set Q(s,a) := T(sa) +  vU( (s,a) ).
succ

6. Go to 1.

where total reward U(s) 1= max

aE]—(s)Q(s,a) at every point in time.
<Figure 2> The Q-learning algorithm

3. Decision Support method in car

navigation systems by Q- learning

This part describes how a method for
decision support to optimize route planning
in car navigation system is constructed. The
proposed method for
implemented based on Q-learning. The reason
for using the Q-learning algorithm for route
planning is that this method can improve the
per formance on—line, while the system and the
environment interact. A car navigation system
faces a real-time traffic environment, thus
Q-learning provide proper way to adapt to a
dynamically changing environment.

route planning 1is

<Figure 3> Partial map of digital map
database and corresponding graph
Q-learning estimates the values of each
state and its action pairs. In the case of
navigation system, this 'state' is the vertex

the system considers at the moment. When the

state 1s 'i', then the
i'. The state is

system's current
system considers the vertex
not in the time domain, thus there is no time
related order between states. An 'action' of
the system is movement to the next vertex.

One restriction on the actions in route
calculation is: if that a vertex has already
been visited before, then there is no action
that moves to that vertex again

4. Experimental results

when a navigation system is trying to
find the route requiring the minimum travel
time, then time is the criterion being applied.
And when the system wants to find the
shortest path, then distance is the criterion
being applied. These two criteria are
commonly used for finding an optimal route,
In a static environment, each of the three
routing methods Dijkstra, A*-
Q-values finds the optimal route regarding
travel distance or travel time.

algorithm,

pair Diikstra’s Az Q-learnina
A - B 0.990 0.060 < 0.001
A - C 0770 0.050 < 0.001
A - P 0.610 0.060 < 0.001
A - D 0.660 0.050 < 0.001
A - E 0.55 0.050 < 0.001
A - 0 1.100 0.060 < 0.001
A - F 01710 0.050 < 0.001
A - H 0660 0.060 < 0.001
A - M 0770 0.050 < 0.001
A - J 0.710 0.050 < 0.001
A - I 1.200 0.060 < 0.001
A - G 1.100 0.060 < 0,001

<Table 1> Average execution times in a
static environment

Averaae Normalized Improvement
execution Time Time Row by row
Diikstra 0.8192 100 % 0%
Ax 0.0550 6.71 % 93.29 %
Q-learning <0,001 0.23 % 98.2 %

<Table 2> Average execution time of each
method in static environment

The accuracy of Dijkstra’s algorithm,
Ax-algorithm and Q-learning
dynamic environment is the same as before.
Table 3 shows the execution time to get the
optimal route
execution time in Table 3 is obtained from the

method in

in dynamic environment. The
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experimental result when the starting vertex is
A’ on the map

Diikstra’s Ax Q-learnina
A - B 0940 0.220 0.050
A - C 1100 0.220 . 0.100 .
A - P 0.820 0.170 0.110
A - D 0.99 0.220 0.060
A - E 0710 0.220 0.110
A - 0 1.100 0.170  0.060
A - F 1150 0.160 0.110
A - H 0770 0.220 0. 060
A - M 0.880 0.280 0.110
A - J 083 0.160 0.060
A - I 1.150 0.160 0.110
A - 6 1.25 0.330 0.120

<Table 3> Average execution time in the
dynamic environment

Averaae Normalized Improvement
execution Time Time Row bv row
Diikstra 0.9742 100 % 0%
Ax 0.2108 21.64 x 78.36 %
Q-learning 0.0750 9.06 %= 64,42 %

<Table 4> Average execution time of each
method in the dynamic environment

5. Conclusion and Prospects
One of the

systems is to provide the optimal route
information for the user. This task for route

objects in car navigation

planning is done in the car navigation
system’s module called ‘Route Planning’
(Figure 1). This paper proposes a new

decision support method for route planning in
car navigation systems. The proposed method
is implemented by wusing the Q-learning
algorithm. The proposed method shows an
outstanding performance in the experiments in
static and in dynamic environments In the
future the method proposed in this thesis will
be applied to further experiments on larger
area of the digital map database. Moreover,
based on this
personalized
constructed.

method using Q-value, a
routing  algorithm  will be
The personalized routing is
finding the route with personal preference.
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