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The Far-Infrared Surveyor (FIS) is one of the focal-plane instruments on the
ASTRO-F satellite, which will be launched in early 2004. Based on the present
hardware specifications and configurations of the FIS, we have developed a software
that simulates the observations with this instrument. We applied this program to
patches of the virtual sky which is assumed to be dominated by extragalactic point
sources. We have generated artificial catalogues of point sources assuming N(>S) oc
S7°% where N(>S) is the number of sources per unit solid angle brighter than flux S
with @ being a constant, down to S = 10 mJy. These sources are distributed
according to uniform Poisson statistics in 23° X 2.3° area. We have varied o from

15 to 3.5. The SEDs of point sources are assumed to have constant f; over FIS

bands which cover A = 50 ~ 200 um. The simulated image frames are analyzed using
the data reduction software packages such as IRAF and SExtractor. We have found
that the galaxy count is significantly affected by the confusion noise if the underlying
source distribution is steeper than @ = 3/2. Just above the confusion limit, N(>S)
tends to become steeper than the actual distribution due to ‘flux boosting’ effect
caused by source confusion. We outline the future direction of the software for more
realistic simulations.
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