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Abstract
Biaffine Matrix Inequalities(BMIs) are known to give more general and flexible frameworks in control
designs than Linear Matrix Inequalities(LMIs). However, BMIs are nonconvex constraints and very
difficult to solve. In this paper, BMI problems are solved using Evolution Strategy(ES). Numerous BMI
problems are solved to verify performances of ES solver for BMI problems and compared with those of

Genetic Algorithms and Branch-and-Cut algorithm.
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1 Introduction

Linear Matrix Inequalities(LLMIs) have gained sig-
nificant interest in the control community in recent
years. Their history probably dates back to Lya-
punov’s work in the end of the last century. Since
then, hundreds of papers have been published on
this subject. Nowadays, it is known that a wide va-
riety of problems arising in the system and control
theory can be reduced to handful problems involv-
ing LMIs [1]. H control, Hy control, control of
time-delayed system, and robust control problems
are successfully solved in terms of LMIs.

More recently, Biaffine Matrix Inequali-
ties(BMIs) gained much interest in the control
community. The BMIs are the biaffine extension
of the LMIs. Problems involving BMIs naturally
come out when controllers are designed in robust
control synthesis problems, more specifically, when
controllers for dynamical systems, e.g., satellites,
aircrafts or disk drivers, are designed in order to
guarantee worst-case stability and performance in
face of modeling uncertainties and disturbance in-
puts. It has been shown that a wide range of dif-
ficult control problems are reducible to problems
involving BMIs, and they have been intensively
studied by researchers in the past 5 years since
they have more flexible and more general frame-
works to describe dynamical systems than LMIs.

The first paper that formally introduced the

term BMI in control theory is probably due to
Safonov, Goh, and Ly in 1994 {2]. Later Goh
et al. presented the first implemented algorithm
for the Biaffine Matrix Inequality Eigenvalue Pro-
lbem (BMIEP). They proposed a convex relax-
ation of the problem, which becomes an SDP, and
a Branch-and-Bound (B&B) algorithm to obtain
the global optimum. The same authors also pro-
posed two algorithms to approximate local op-
tima. Other B&B algorithms were proposed by
VanAntwerp, and Fujioka and Hoshijima who es-
sentially improved the lower bound through a bet-
ter convex relaxation of the BMIEP [3]. The D.
C. optimization techniques were used by Tuan et
al. on the BMI feasible problem. Theoretical as-
pects of the BMI were studied by Meshahi and
Papavassilopoulos [4]. They established equiva-
lent formulations of the BMI feasible problem as
the generalizations of Linear Programming (LP)
and Linear Complementarity Problem (LCP) over
a specific conic space of matrices. Althouth the
LCP is very actively studied in mathematical pro-
gramming, it is difficult to solve. Moreover, the
formulation in [4] need a rank 1 constraints for the
solution that make the problem much more dif-
ficult. Therefore, the implementation of this ap-
proach has not been published yet. More recently,
the generalized Benders decomposition for bilinear
and biconvex programmings has been extended to
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