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Abstract: The traditional client-server model RPC and
mobile agents have been used for interprocess
communication between processes in different hosts.
The performances of two mechanisms were analyzed in
the literature [4, 6, 9]. But the security services which
extensively affect the performance of systems because of
low speed have not been considered. We propose two
performance models considering the security services for
the RPC and the mobile agent. Through the analysis of
the models, we show that the execution time of the
mobile agent takes less than the RPC in the environment
considering security services.

1. Introduction

Applications in distributed computing environments
have become more and more increasing recently owing
to the growth of Internet usage and the progress of
distributed computing technology. In such distributed
applications, we have traditionally used the client-server
model based on the Remote Procedure Call(RPC) for
Inter-Process Communication (IPC) between processes
in different hosts [1, 8]. Although this model is
conceptually simple and straightforward to implement, it
is not appropriate to environments m which distributed
applications are executed with low-bandwidth
connections or cause heavy network traffic. As the result,
a mobile agent paradigm has been widely argued as an
alternative one for IPC from industry and academia [3].

A mobile agent is a software that is able to
autonomously migrate from one host to another in the
heterogeneous network, to perform some computation on
behalf of the owner. Mobile agents have two main
characteristics: mobility and autonomy. Owing to these
characteristics, they may reduce network traffic, increase
asynchrony between clients and servers, and add client-
specified functionality to servers.

In many recent papers, the authors discussed about
the power of the mobile agent paradigm against
traditional communication paradigms and argued that it
is useful for many applications such as information
retrieval, network management, mobile computing and
so on. Moreover several researchers proposed each
performance model for IPC paradigms and analyzed the
proposed models quantitatively [2, 4, 6, 9]. In order to
compare two paradigms, they considered some
parameters that affect network load and execution time.
But they did not exactly reflect real distributed
computing environments because the more parameters
must be considered.
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Real distributed environments are vulnerable to a
variety of attacks: masquerade, information disclosure,
integrity violation and so forth [5]. So as to execute real
applications  securely in  distributed computing
environments, suitable measures against these attacks
must be taken. Because the operations used to provide
the security services are much slower than other
operations, security services affect the performance of
systems extensively. However, the models proposed until
now for evaluating IPC paradigms did not include the
factors that appear when security services are considered
in distributed computing environments. Therefore, in
order to exactly analyze the performance for IPC
paradigms as in real environments, new model in which
the parameters related to security are included must be
designed. In this paper, we propose two new performance
models in which the equivalent security services are
considered in RPC and mobile agent, and analyze the
performance of these models.

This paper is organized as follows: In Section 2, several
performance models for IPC paradigms are examined.
Section 3 presents security services that must be
considered. In Section 4, we propose the Petri net model
and the performance formulas for IPC paradigms under
security conditions. Finally, Section 5 concludes this

paper.

2. Related work

In [9], the performance models of RPC and mobile agent
using formulas are presented. It introduced a single
interaction performance model and a sequential
interaction performance model derived from the former
for evaluating the performance of the application made
by given scenario. The performance of IPC paradigms is
affected by application selectivity of the agent and the
size of reply message. Consequently, the paper presented
that RPC and mobile agent are used alternately better
than a pure RPC or mobile agent.

Several distributed mechanisms (RPC, Remote
Evaluation (REV), and mobile agent) are modeled in [6]
using Petri net and analyzed through the WebSPN tool.
In [6], the mobile agent does not provide optimal
performance because it is dependent on external factor
such as network speed and characteristic of application.
But mobile agent is regarded as a suitable mechanism,
when the communication subsystem is fast enough or in
all the cases when the user may be temporarily
disconnected from the system due to mobility or network
unavailability.

A performance evaluation of the mobile agent
paradigm in comparison to the client-server paradigm is



presented in [4]. The evaluation was conducted on the
Java environment. The result showed that significant
performance improvements can be obtained using
mobile agent.

Those papers only considered the parameters
affecting the performance such as network speed and
application selectivity of the agent. They did not
consider security services which are required parameters
for executing applications securely and exactly in the
distributed computing environments.

3. Security services

Distributed computing environments are very vulnerable
to included entities. In such environments, there are
many attacks like masquerade, information disclosure,
integrity violation and so on. There are five main
security services in this environment. Authentication
service, access control service, confidentiality service,
integrity service, and audit service. In order to provide an
analysis of the performance offered by the RPC and the
mobile agent paradigm under the circumstances with
security services, we consider the followings.

We assume that there is no denial of service attack
and programs are executed correctly. Among security
services, authentication service, access control service,
and audit service are independent of evaluating the
performance of IPC paradigms because they are not
directly related with communication in hosts. In the case
of authentication service, because both the RPC and the
mobile agent model authenticate users, hosts, and
process only once, we can assume that they have the
same cost in network load and execution time without

losing generality. In access control service and audit

service, because access control service is implemented in
local host to protect its own resource from any illegal
access and audit service to record the security events for
finding a violator via a post-mortem examination, we ¢an
treat them like authentication service.

However, confidentiality service and integrity
service are different from the above-mentioned services.
When hosts exchange the message with each other, it
must be encrypted and digitally signed by using
cryptographic mechanisms in order to be protected from
being disclosed to unauthorized entities and being
changed without authorization. In general, cryptographic
mechanisms require the operations having very high cost
and their execution time is directly proportional to the
amount of data processing. Consequently, the using
frequency of such mechanisms and the amount of data
processing have quite an effect on the performance of
distributed system.

In order to provide the equivalent security services
for two paradigms, the RPC only needs confidentiality
and integrity of request and reply message, but the
mobile agent requires additional consideration. The
mobile agent consists of program codes, state of agant,
and data of execution result. In the mobile agent
paradigm we consider two main issues. First, protect the
host against hostile action of malicious mobile agent.
Second, protect the mobile agent against tampering
attempts by the executing host{5]. Many techniques such
as proper access control resources of host for the first

problem have been developed. But second problem
seems to be much harder because malicious host can
analyze code, so see the program source and state of the
mobile agent, then illegally change the data of the agent
[7]. In order to protect the mobile agent, every host must
verify the owner’s signature for integrity of program
code and encrypt, decrypt, sign, and verify the state of
agent and the data of agent for confidentiality and
integrity whenever agent migrates from one host to
another. Nevertheless, it is very difficult to provide the
absolute confidentiality of program code until now.

We assumed that all entities are users of a Public
Key Infrastructure(PKI) for providing the cryptography
mechanism such as encryption, decryption, signature,
and verification and so on.

4. Performance model

4.1 Modeling of IPC paradigms

In this section we describe two Petri net models in which
the above-mentioned security services are applied to the
RPC and the mobile agent system. We assume that
proposed models execute information retrieval, involving
a set of N DB-servers. All servers have to be contacted,
and some of them more than once.

In Figure 1(a), a Petri net model for RPC is shown.
The process of operations 1s described simply as follows.
At the beginning, place queries contains N tokens, which
represents the N requests that client has to send to servers.
Also ready contains a token, indicating that a request is
ready to be processed. Before a client sends the request
to server, request is signed by private key of the client
and encrypted by public key of the server (transition
Sign_Encrypt req). The request signed and encrypted is
transferred to DB-server, then the request is decrypted by
private key of the server and verified by public key of
client for wvalidity of the request (transition
Decrypt_Verify req). If the request is valid, server
executes search. Then the result of searching is signed by
private key of the server and encrypted by public key of
the client in order to be transferred to client (transition
Sign_Encrypt rep). The transferred reply is decrypted by
private key of the client and verified by public key of the
server for validity of the reply (transition Decrypt verify
rep). Then the reply 1s refined for client (transition Filter).
When a token enters FEnd session, the next process
should be decided whether it sends a request to same
server (firing of Redo) or closes the current session
(firing of Next) for sending the request to next server or
ending the job. This procedure is iterated until the
condition that Queries contains none and Ready contains
one token.

In Figure 1(b), the model of a mobile agent system
is shown. A token in Start denotes the client in a ready
state waiting to start the session. When the agent
transfers to DB-server for information retrieval through
the Sign Encrypt agent, the code of agent and initial
state of agent are signed by owner’s private key and
encrypted by public key of the destination server. The
transferred agent to server is decrypted by private key of
the server and verified by owner’s public key for validity
of message (transition Decrvpt Verifv agent). Then the
agent executes the information retrieval and refinement
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of raw information in server. In the End session, the
server has to decide whether sends the result of
execution on the server to another server (transition
Next) or executes information retrieval on the current
server again (transition Redo). If Next fires, the server
should decide whether sends the result to client (firing of
Sign_Encrypt rep) or sends the result and the code to
another server (firing of Migration ready). In
Sign_Encrypt rep, the result is signed by private key of
the server and encrypted by public key of the client, and
transferred to client. Then the client decrypts and verifies
reply for validity of the reply (transition Decrypt Verify
rep). When the migration is decided, current server signs
and encrypts current state of the agent and result using
private key of the current server and public key of the
destination server respectively then transfers this
message and program code of the agent to next server.
The transferred message is decrypted by private key of
the current server and verified by public key of the
previous server, and the signature of code is verified by
public key of owner of agent.
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Figure 1. Performance models considered security
services using Petri net

In order to analyze properly the RPC and the
mobile agent models, we use the parameters considering
the security services as follows:

e D, : a constant representing the size of request.

req

e D, : the size of reply with uniform distribution.

e D_ . aconstant representing the size of the code of a
mobile agent.

e D . : aconstant representing the size of the state of a
mobile agent.

e D, : the size of the data of the mobile agent. This is
made by server after searching. We consider this size as
D, (1-6) {o | selectivity of the agent (0<o<l) }, because
reply size for client is reduced by selectivity of agent
compare with RPC. We assume that this size have
uniform distribution.

e R, : throughput for searching the data in the server.

The value is exponential distributed.

* R, : throughput of data processing for refining. This
processing can take place in the server and in the client,
depending on the model. The value is exponential
distribution.

* R : throughput of the signature.

* R, : throughput of the verification.

e R, : throughput of the encryption.

e R, : throughput of the decryption.

e R, : throughput of the communication network.

We assume that the size of signature and the
padding size of encryption are zero. So we do not include
those in the set of parameters. The values assigned to the
timed transitions of the Petri net models are calculated
according to the formulas shown in table 1.

CS (RPC) model

Transition Type Expressio
Sign_Encrypt req Deterministic DR""" .2 R"""
Transfer req Deterministic DR =
h
Decrypt_Verify req | Deterministic ”R —— DR ’
Search Exponential Rse
Sign_Encrypt rep Uniform D R”" DR'“”
Transfer rep Uniform “R -
. . D D e
Decrypt_Verify rep Uniform T
Filter Exponential R
MA model
: . Deode + Dome code + Daie
Sign_Encrypt agent | Deterministic { i ), (Deon = Dunc)
. D coir + D s
Transfer agent Deterministic _—
Decrypt_Verify Deterministic (Deode + Dstare) R (Deode + Dstare )
agent Ra Re
Search Exponential Rse
Filter Exponential Rer
. : D dwa D dawa
Sign_Encrytp rep Uniform 7 -
Transfer rep Uniform 2 7 -
. . D D dus
Decrypt_Verify rep Uniform —% + —;’—
o v
. . . Ditatert Doarct Drade. Diaiart Dyvaet Deode
Sign_Encrypt mig Uniform b ’;' T R;'
, . Ddara + Dsiae + Dead
Transfer mig Uniform '—R”’:——-———:——e
,
. . Diatat Dosaset Doorte Dittatr Dot Do
Decrypt_Verify mig Uniform i I;/H Bl R" :

Table 1. Formulas for Petri net models

We describe the RPC mode!l and the mobile agent
system considering the security services as formulas. We
assume that a client requires the processing by all of the
N servers(the job is not ended before contacting all of the
servers). All the servers have to be visted, some of them
more than once. Also we assume that the time of
marshalling, unmarshalling, and network delay is zero.
The parameter p is the probability of using the same
server for the subsequent processing (the probability of
firing transition Redo).

First, we present the client-server(RPC) model.
The network load L,,. consists of the size of the request
and the size of the reply. The request and the reply are
repeated more than V.
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Lrp(‘ = N(L](Dm(/ + Drep)
1-p

The execution time consists of the time for
searching and filtering the data and the time for
providing the security services. T,,., denotes the tinje for
searching and filtering the data and 7, denotes the
time for providing the security services.

Dreq Drep 1 1
+ + +

Rin Rin Rse er

Dreq+Dreq+2r_e_q+ Dreq+%+ Drep+ Drep Drep

+
Re R R R Re Rt R

Trpclh =

Trpeses=

Trpc =N (Tl—)(Trpcrh + Trpﬂse:)

Second, we present the mobile agent system.
When the mobile agent begin the job the client sends
program code of agent and initial state of the agent to
server so the initial data D,, = D, + D,.. When the
agent migrates between servers agent additionally
includes the data produced by server, so the migration
data Dmig = Dcwle + D:lme + D(Iam‘

The network load L,, consists of three parts. The
first part is the initial data of the agent when the job is
started. The second part is the migration data. Whenever
the agent migrates N-/ servers the agent includes D,
The last part is the reply data. The last server sends a
client the reply which only includes the result of

searching and filtering. So network load as follows.
Lma = Dinit + Ddata + Dmig(N - 1)

The composition of the execution time is the same
as the RPC. T, , denotes the time for searching and
filtering the data. The time for providing the security
services consists of three parts. The first part is the time
required for signature, encryption, and decryption for
D, and the time required for verification of code’s
signature for integrity of agent’s code. The second part is
the time needed encryption, decryption, signature, and
verification for confidentiality and integrity of data
occurred from N-/ servers. The third part is the time
required for security service to reply.

Ty = 20t Dt (V-1 Y1), D
Rin Ren Rse Ry Al-p Rk

Dinic - Dinie Dinit Drode Ddata Dhata Diara  Diawa
+ +N + +

+ + +
Ri R R R R R

+

T;HHSG.F

algorithm and DSA algorithm. RSA is used for
encryption and decryption, and DSA is used for signature
and verification. We get the values of cryptography
parameters after testing. We use the cryptography
algorithms made by JAVA, 1024-bit key and 100kbyte
message on the Intel PentiumIl/S00MHz. The numerical
values are listed in Table 2.

R = R R R
Tma = Tmaih + Tmasc

(N—l){(&mrﬁ_l}m”) (l}mre'i-aimr) (ﬂmrd—Dian) ) (QrmekDiar)

4.2 Analysis of Performance

The performance models are analyzed using the formulas
described in previous section. Some of the nunierical
values for the parameters used formulas are referred to
[6]. We assume that cryptography algorithms are RSA

Parameter Mean Value

N Num. of client request 10

D.. Size of the request kB
D,, Size of the reply (1kB, 30kB)

D_ e Size of the agent code 39kB

D, e Size of the agent state 4kB

R, Search rate 4req/s
R, Refine rate 4req/s
R, Network throughput 1000kbps
R, Encryption throughput 533.33kbps
R, Decryption throughput 14.55kbps
R, Signature throughput 22.95kbps
R, Verification throughput 8000kbps

Tabel 2. Numerical values for parameters
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Figure 4. Execution time versus ¢ for the p = 0.1

Figure 2 and Figure 3 show graphs that describe
the execution time according to p for6 =0.1 and 6 = 0.9
respectively. The ¢ indicates the selectivity of the agent,
so the load of network decreases according as the value
of o increases. When the value of o is 0.1, the
performance of the mobile agent is better than the RPC



in p>0.2. The execution time of the mobile agent takes
always less than the RPC in ¢ = 0.9. In the IPC paradigm
considering security services, the execution time of the
mobile agent takes nearly less than the RPC. Moreover
the RPC is sudden increase according to the
characteristic of the application (the increase of the p).
But the mobile agent maintains the execution time
invariably without sudden increasing. Although the
feature of the applications(the p) is considered the
mobile agent’s performance is better than the RPC’s
performance in most conditions.

Figure 4 shows the comparison the execution time
of the RPC with the execution time of the mobile agent
for a fixed probability of p = 0.1 while varying the
selectivity ¢ between 0.1 and 0.9. The ¢ do not affect the
RPC. But the mobile agent executes the refinement of
the searched data not in the client but in server. In the
result, the size of the reply for the client is smaller than
the size of the RPC’s reply.

5. Conclusion

In order to execute an application the user should use
security services in distributed computing environments
because distributed computing environments are very
vulnerable to a variety of attacks. We propose new
performance models considering security services for the
RPC and the mobile agent using the Petri net and
formulas. Also, we analyze the performance.

The security services require very high cost. In the
distributed computing environment the cost of security
services increases according to the network load. If the
application has heavy network load, the mobile agent is
faster than the RPC in the proposed models.

The mobile agent requires the more security
services than services that we considered in real
environment. It is very difficult to protect a mobile agent
from a malicious host until now. So there would be much
cost to perfectly protect the mobile agent. This issue is
not addressed in this paper.

Although the mobile agent has the above
disadvantage it has the merits such as mobility and
autonomy. Because of such characteristics the mobile
agent can communicate with hosts without many
interactions. This is the improvement of the performance
in the distributed environment where the distributed
application and the mobile computing are increasing.
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