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Abstract

In this paper a VLSI architecture of the Shape-
Adaptive Discrete Cosine Transform (SA-DCT) is
described, which can be employed dedicatedly for
MPEG-4 video codec. Adopting a fast DCT al-
gorithm, the number of multipliers can be reduced
by half in comparison with a conventional algo-
rithm. This SA-DCT core with a small additional
amount of hardware can perform the SA-Inverse DCT
(SA-IDCT) by sharing multipliers and a transporta-
tion memory. The proposed SA-DCT core is inte-
grated with 40,000 gates by using 0.35um triple-metal
CMOS technology, which operates at 20 MHz, and
hence enables the realtime codec of CIF (352 x 288
pixels) pictures.

1 Introduction

In recent years, the low bit rate communication
has attracted a great amount of interest especially in
terms of the mobile computing, for which MPEG-4 is
the latest standardization algorithm.

The main feature of MPEG-4[1] consists in the pos-
sibility of object-based image access to encoded video
data. Fig. 1 illustrates MPEG-4 object-based video
coding and decoding. The foreground objects (a man
and a car) can be segmented from the background.
A change of background image and high rate com-
pression in transmitting an arbitrary object can be
achieved by means of the object-based coding.
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Fig. 1  Object-based coding.
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The main encoding/decoding process of MPEG-4
is executed by the so-called MC-DCT coding in the
same manner as H.263 and MPEG-2.

The conventional DCT, which performs very effec-
tively spatial redundancy reduction, transforms pixel
values of each block (8 x 8 pixels) to the frequency re-
gion. In this DCT process, consider a set of pixels in
a block which constitute a boundary of an object, and
then the pixels inside the object can be separated by
this set from those outside the object. Now, suppos-
ing that a column/row contains a pixel on the bound-
ary, we can see that there arise noises in the DCT
coefficients of this columm/row. This means that in
this block there occurs an image distortion, which de-
grades the image quality.

To cope with the defect, an SA-DCT algorithm(2]
has been devised to be adopted in MPEG-4, which
achieves a variety of sophisticated schemes, but neces-
sitates a considerable amount of additional hardware.

The SA-DCT calculations can be executed by using
multimedia enhanced DSPs. However, for the mobile
and portable use, the reduction of power consumption
should be explored much further, and hence there still
remains much room for devising VLSI architectures of
SA-DCT/IDCT.

In this paper, a novel architecture is proposed for
the SA-DCT core, which also can perform the SA-
IDCT process. A fast SA-DCT algorithm is adopted
in order to reduce the computation labor by half
in comparison with the conventional architecture([3].
The SA-DCT core has been integrated with 160,000
transistors by a 0.35um triple-metal CMOS technol-

ogy.

2 SA-DCT Algorithm

Fig. 2 illustrates an outline of the SA-DCT process.
Black and white regions indicate foreground objects
and the background, respectively. ’

In this SA-DCT, the following three phases are ex-
ecuted.

[Phase 1]: An object in a block is specified.
[Phase 2]: Apply the following procedure to each col-
umn j:

1. Let column j contain N; pixels of the object.
Traverse pixels from top to bottom to seek a max-
imal sequence of those which represent pixel val-
ues of the object [remark that the value of a pixel
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on the boundary is set to a specific value], and
every time such a sequence is sought, the pixel
values are shifted to the uppermost possible lo-
cations, one after another.

2. Column vector z; are transformed in the verti-
cal direction by using a N;-point one-dimensional
DCT. Consequently, vector a;, which consist of
N; DCT coefficients, are calculated.

[Phase 3]: Apply the following procedure to each row
i

1. Let row 3 contain M; coefficients. Traverse the
coefficient from left to right to seek a maximal
sequence of pixel values of the object, and every
time such a sequence is sought, the pixel values
are shifted to the leftmost possible locations, one
after another.

2. Row vector b; is transformed with the horizontal
M;-point 1D DCT.

As a result, row vector ¢;, or the entire SA-DCT

coefficients are acquired.
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Fig. 2 SA-DCT

An N-point 1D DCT/IDCT is specified, as follows,

DCT:
[ 2 = 2n + 1)
Cu) = Na(u) Z f(n)cos %———,
n=0
foru=0,1,...,N~1 (1)
IDCT:

N-1
f(n) = \/%Z o (w)C(w) cos ‘”’(%tﬁ
u=0

forn =0,1,...,N -1 (2)

(provided, a(0) = 1/v/2, a(u) = 1,u # 0)

SA-IDCT can be calculated pixel values from SA-
DCT coefficients by using the binary shape informa-
tion which represents whether each pixels belong to
the object, or not.

Owing to different calculations with the use of
the shape information, there is a clear advaniage for
shape-adaptive DCT in the case of high image quality.

3 Multi-point DCT/IDCT

Multi-point 1D-DCT/IDCT is the most compu-
tationally intensive process in the whole SA-DCT
JIDCT. Especially, the SA-DCT/IDCT needs multi-
pliers much more than a conventional DCT/IDCT,
since the N-point 1D-DCT/IDCT should be applied
to N=1, 2, ..., 8.

To reduce the number of multipliers, a fast algo-
rithm is required, which can share hardwares as much
as possible in each value of N.

Recently, a variety of approaches have been pro-
posed for fast multi-point DCT/IDCT algorithms.
Table 1 shows the number of multiplications of each
algorithm. However, the data flows of these algo-
rithms are too complex to share multipliers. Specif-
ically, they have to use 4 types of multipliers for
N = 2",3" 5 and 7 and hence these algorithms are
difficult to reduce the number or multipliers further
more.

Table 1  Fast multi-point DCT/IDCT algorithm.
N | Chen Wang Lee Suehiro Hou
[4] 6] 5] [7] [8]
4 6 5 4 4 4
8 16 13 12 12 12
16 44 35 32 32 32
32 116 91 80 80 80
64 292 227 192 192 192

Thus we propose a new multi-point 1D-DCT matrix
calculator, which is programmable so as to set ma-
trix coefficients to be used in multipliers. In the pro-
posed 1D-DCT calculator, the same multipliers can
be shared in all cases of N = 1,2,...,8.

4 VLSI Architecture

4.1 Organization

The overall organization of our SA-DCT/IDCT
core is shown in Fig. 3, which consists mainly of Shift
Block and 1D-DCT/IDCT Block.
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Fig. 3

4.2 Shift Block

Shift Block is to execute Phases 2-1 and 3-1 ex-
plained above. Shift Block is to shift pixel values and
shape information separately. Fig. 4 shows examples
of shifting pixel values.
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Fig. 4 Example of shifting pixel values.

Specifically, Shift Block has the functional of
(1) counting the number of pixel values of each max-
imal sequence and specifying the initial location of
such a sequence, and
(2) shifting the pixel values of the object to the up-
permost /leftmost locations, in each column/row.

It should be noticed here that, even if a block
has a hole in a column/row, that is, a set of those
pixel values of an object, which are located in a col-
umn/row of a block, constitute two or more maximal
sequences, they can be packed compactly to the up-
permost/leftmost of the column/row.

The shape information shift can be done by count-
ing the number of object pixels. Fig. 5 shows an out-
line of the shifting shape information.
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Fig. 5 Outline of shifting shape information.

4.3 1D-DCT/IDCT Block

The 1D-DCT/IDCT Block employs a 1x4 mairix
calculator as shown in Fig. 6.

Since coeff0~coeff3 are programmable, all cases of
N = 1,2,...,8 matrix calculations can be executed
only in one clock cycle.

1D-DCT/IDCT Block is to calculate DCT coeffi-
cients for each column/row of a block. Since the num-
ber of those pixel values of an object which are located
in a column/row varies from 0 to 8, the N-point 1D-
DCT/IDCT should be applied to N=1, 2, ..., 8.
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Fig. 6 1 x 4 matrix calculator

According to the Chen’s algorithm, the 8-point 1D-
DCT can be performed by means of two 4x4 matri-
ces, in which the whole of 32 entries can be expressed
with the use of only 8 parameters[4]. Each of the N-
point 1D-DCT (N=1, 2, ..., 8) can also be executed
by means of the 4x4 matrices in which the entries are
specified in each case of N=1, 2, ..., 8. Furthermore,
we employ the fast SA-DCT algorithm which can re-
duce the number of multipliers by making the best
use of the symmetry of the 4x4 matrices; for example,
Equations (3)-(4) and (5)-(6) show the cases of N = 8
and N = 7, respectively.

DCT:

20 A A A A xo + *7
zp _ B ¢ -C -B T + Tg
24 - A —A —A A T + T
zg C -B B -C T3 + T4
21 D E F G g — T7
Z3 _ E G -D —-F T — Te 3
25 - F -D -G E Ty — Ty ( )
27 G -—F E -D T3 — T4
IDCT:
g A B A [z ]
2 _ A ¢ —-A -B N
5 - A —-C -A B z4
T3 A -B A -C L 26 J
D E F G [ 2y ]
+ E -G -D -F 23
F —-D G E 28
G -F E -D L z7
T7 A B A C [ 20 T
Te _ A ¢ ~-A -B )
x5 - A -C -A B z4
T4 A -B A -C L Z¢ J
D E F G [ 27 ]
_ E -G -D -F 23 4)
F -D G E pie (
G -F E -D L 27 |
DCT:
zQ A A A A z0 + z¢ ]
29 _ B C D E z] + 25
24 - F G H I T2 + T4
z6 J K L M 3 ]
2 N o P Q To = 26 ]
23 |=| R s T U £1 - % (5)
25 v W X Y T2 T
T3 J
IDCT:
) A B F J 20 7
T _ A C G K 29
D) - A D H L 24
T3 A E I M z¢ |
N R V
o 5 W 1
*lp T x 3
Q U Y iy
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N R V 2
-l o s w 22 (6)
P T X 25

A matrix multiplier in Fig. 6 can be improved to
be adapted well to this fast algorithm. Fig. 7 shows

the improved matrix multiplier.
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Fig. 7 Improved 1 x 4 matrix calculator

4.4 Transportation/Shape Memory

A time-shared implementation of one 1-D DCT in
the proposed SA-DCT can attain 2-D SA-DCT.

Due to the difference of directions between the first
and second SA-DCT, Transportation Memory and
Shape Memory are provided. Specifically, DCT co-
efficients are stored in Transportation Memory and
binary shape information is stored in Shape Mem-
ory. Fig. 8 exemplifies data reading/writing for 1D-
DCT/IDCT.
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Fig. 8 Transportation/Shape Memory
5 Implementation Results

The proposed architecture has been synthesized
through the use of Synopsys Design Compiler, in
which the maximum clock frequency is 20 MHz. In
this architecture, the 2D-DCT for a block can be per-
formed in 64 cycles for N=8. Consequently, the pro-
posed SA-DCT can code 1 MB (a macroblock is a unit
of 16 X 16 pixels) in 384 cycles, and hence 52,000 MB
per second. Thus our architecture satisfles Main@L2
(23,760MB/s), and 4 CITF format (704 x 576 pixels)
at 30 frames/s.

6 Conclusion

This paper has discribed a VLSI architecture of the
SA-DCT/IDCT. The distinctive feature of this archi-
tecture is that the number of multiplier has been re-
duced by the fast DCT algorithm. Since SA-IDCT

Table 2 Implementation result.
Technology 0.35 COM triple-level Al
Number of Trs. 160,000
Clock frequency  20MHe

shares multipliers and a transportation memory, this
SA-DCT core can perform SA-IDCT with a small
amount of additional hardware. In fact, our SA-DCT
architecture has reduced the computation complexity
by half in comparison with the conventional archi-
tecture. Development is continuing on an integrated
set of architectures for VLSI implementation of the
MPEG-4 codec.
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