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Abstract: In this study, we improve the performance
of a speech recognition system of visual information
depending on lip movements. This paper focuses on the
robustness of the word recognition system with the
rotation, transition and scaling of the lip images. The
different methods of lipreading have been used to
estimate the stability of recognition performance.
Especially, we work out the special system of the log-
polar mapping, which is called Mellin transform with
quasi RTS-invariant and related approaches to machine
vision. The results of word recognition are reported
with HMM (Hidden Markov Model) recognition
system.
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1. Introduction

This paper examines how the lipreading systems are
robust to speech recognition against RTS variations. Our
lipreading system extracts the visual features of the
speech from the image of the speaker mouth.

As the processing of extracting visual information,
we divided the lipreading systems into three lipreading
systems. The first used the Discrete Cosine Transform
for extracting, so called the DCT-lipreading [8]. And it
has several advantages of simplicity, performance and
best recognition among three. The others used the
combination of the Fourier transform and log-polar
mapping. The Fourier-Mellin transform equals to
applying the operations of Fourier transform, log-polar
mapping and Fourier transform to the original image
[2,3]. The first Fourier transform is, up to a phase,
transition invariant. The log-polar mapping provides size
and rotation invariance, up to a special shift and the final
Fourier transform reduces this shift to a phase [4,5].
Thus, the second approach is the FM-lipreading using
the Fourier-Mellin transform. The last is the MF-
lipreading, which precede a Fourier transform with the
log-polar mapping to the original image.

We present a recent work on improving the
performance of automated speech recognizers by using
visual information, and this achieved word recognition
of up to 62% in the DCT-lipreading.

How stable the lipreading system is in special
variance? We seek a robustness of lipreading to image
transformations such as translation, rotation and scaling.
And the experiment using lipreading consists of three

methods. In section 2, we define a method of lipreading
to extract visual feature. Section 3 shows the degree of
RTS variation for experiments on the robustness of visual
speech recognition. We used only visual speech database,
which is our constructions. Our database consists of
Grey-level image sequences of the 22 words, spoken by
70 male. The images contain only mouth area and are
digitized at 30 frames/sec, 320x240 pixels, 8 bits per
pixel.

2. Lipreading Algorithms

Visual feature Training

Tracking Pattern

—l HMM Output

Input Video

Fig 1.The visual speech recognition or lipreading

Much of the visual speech recognition system focuses on
combining with audio information, assisted speech
recognizer, such as audio-visual speech recognition
(AVSR)[9]. We focused on the visual information.
Various visual features contain the linguistic property. In
general, lipreading can be grouped into lip contour-based
and pixel-based ones [8].

In this paper, there are pixel-based approaches.
And the visual speech feature is extracted by the pixel-
based lipreading during speech. The image transform
based approach is reported which obtains a compressed
representation of the mouth area. We concentrate on an
efficient method decreasing a lot of pixel data to be
processed on an image transform approaches. To reduce
the amount of pixels, we used the principal component
analysis. Thus, visual features are consisted of several
parameters per frame.

2.1 DCT Lipreading Algorithm
We first implemented the DCT to 16x16 image. To
reduce the amount of the DCT coefficients, 256 vectors,
we considered PCA algorithm that contains about 85
percentages of the important information among the
original data. To examine the performance of the speech
prediction, we used consistently a set of 15 parameters
per each frame.

The definition of the two-dimensional DCT for an



input image I and output image D is:
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Fig 2. An example of the Discrete Cosine Transform

2.2 FM Lipreading Algorithm
The FM and MF lipreading are extracted by computing
the Fourier power spectrum, performing a mapping from
ordinary image to logarithmic-polar coordinates and
computing their power spectra coefficients [1,2].
Furthermore, it has the advantage of being invariant to
Mellin transformations such as any combination of
rotation, scaling and translation. We seek a robustness to
image transformations such as translation, rotation and
scaling.
We propose an image representation invariant to

2D transformations such as rotation, shift and scaling.

First, the discrete Fourier transformation (2D-DFT) F
of the Image I:
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Our goal is to achieve shift invariance, like that of
the usual Fourier transform. The Fourier transform is, up
to a phase, transition invariant in special domain.

We consider here the following two-dimensional
log-polar transformation which is appropriate to model
primate visual cortex. It is well known as the special
quality of rotation and scaling invariance. The first is a
coordinate transformation, from ordinary image 1(x, y) to
log-poiar mapping L(p,$).

Logarithmic-polar mapping is represented with the
phase and power spectra p,:
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The log-polar mapping L(p,$) between spaces
can therefore be written:
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Where p = 0,1,..., M, a is an experimental
constant. We use S=64 for the 64 orientation bins, and
M= 64, appropriate for images of size 64x64. The log-

polar mapping size is exactly the same as the original
image. Thus, o=1.055645178 is a coefficient of
logarithmic base.

This mapping similar to the traditional polar
mapping uses logarithm which results in an exponential
sampling frequency as a function of the distance from the
image-centered point. In all cases the origin of the
mapping is located at the center of the image.

To obtain the speech parameters, the Fourier-
Mellin transforms equals to applying the operations of
Fourier transform, log-polar mapping, Fourier transform
to the original image. Figure 4 shows the processing in
the FM lipreading. The construction process starts with
the computation of the Fourier transform of the image.
The power spectrum of the translated image will turn the
phase spectrum. The next is the log-polar mapping with
special invariance. Practically, this special transform is
not particularly impressive priority of searching the
pattern of visual speech parameters. The log-polar
mapping provides size and rotation invariance, up to a
special shift and the final Fourier transform reduces this
shift to a phase.

2.3 MF Lipreading Algorithm
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Fig 3. The illustrations of the 2D FFT and logarithmic-
polar mapping with sample images. (A) ROl image
through lip extraction (B) log-polar average filter of
image (C) log-polar mapped image (D) Fourier power
spectrum of image (a) Fourier power spectrum of image
(b) log-polar average filter of power spectrum (c) log-
polar mapped image of power spectrum (d) Fourier
power spectrum of image
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The MF lipreading, which precedes a Fourier
transform with the log-polar mapping to the original
image. Figure 5 shows the processing orders. In results,
the MF lipreading is robust against rotation and scaling
better than others.
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Fig 4. The processing orders of FM lipreading to obtain
lip parameters
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Fig 5. The processing orders of MF lipreading to obtain
lip parameters

Figure 3 is the Illustration of the lipreading with log-
polar mapping and 2D FFT. Left illustration is the
processing of the MF lipreading and right is the
processing of the FM lipreading in a sample image.

3. Related Work

The lipreading performance is influenced according an
influence to database construction and feature extracting
methods. Besides there are many factors, i.e. video
quality, lighting variance, and so on. In this paper, we
concentrate on the RTS variances of speaker’s mouth
area.

In order to estimate the stability of lipreading, all
images from the database where made to vary constantly
along the standard we suggested. Table 1 shows testing
scenarios for RTS transformation by stages. Translation
variance is the diagonal movements and is proportional
to lip’s width.

Table 1. Three parts of the visual speech database
considered in this paper. The degree of variance divided
into three or four levels. Test set sizes are shown as
number of words multiplied by speakers (18x22).

Degree Test set
50
Rotation 10°
15°
3%
Translation 6% 18x22xnfw

9% ( nfw : the number

0.8 of frames in a word)
Scaling %0.9
x1.1
x1.2

Variance part

4. Experimental Results

We have used both of the visual feature extraction
methods described here to build visual speech
recognizers using hidden Markov models. All
classification used HMM’s each state, from left to right,
that is associated with a one or more Gaussian densities
with diagonal covariance matrix. In all cases we
extensively tested HMM parameters for number of states
and number of Gaussian mixtures per state.

Our lipreading system uses HMM algorithm as a
means of statistical pattern matching. We use context
independent, complete word, 4-8 states with 4-6 mixtures
per state. HMM parameters are estimated by maximum
likelihood Viterbi training,.

Our database consists of Grey-level image
sequences of the 22 words, spoken by 70 male. The
images contain only mouth area and are digitized at 30
frames/sec, 320x240 pixels, 8 bits per pixel. In our
experiment, we choose 22 Korean words utilized to
browse information.

We have trained a speaker independent recognizer
on 1144 sequences of visual data, and tested 396
sequences.

Figure 6 shows the recognition results of word
recognition on each of the lipreading methods. There is
high score at the DCT lipreading, up to 62.4%. The next
is the MF lipreading, up to 51.5%. The FM lipreading is
up to 44.2%. This experiment does not included RTS
variance.

80

0+

Bof *__/——“\‘

£ 50t R +
2 ST
e L I e
édu- fo— T
=
g
8 I}

20¢r

DCT method
10¢ = — — — Mellin-Fourier method

Fourier-Mellin method

5 8 7 8 9
multi-states

Fig 6. The recognition results on each of the lipreading
methods

Figure 6,7 and 8 show the lipreading performance
including the RTS variance. RTS-transformed image is
included in tested set by stages, as described in Section 3.
Figure 6 is the results of word recognition where rotation
variance is applied. The MF lipreading performance is
more stable than others against rotation. At figure 7, the
FM lipreading performance is better against translation.
And, at scaling, the MF lipreading is better. Following
the results, the MF lipreading is robust at rotation and
scaling transform, and the FM lipreading has some
translation-invariant.
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Fig 7. The recognition results with rotation variance
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Fig 8.The recognition results with translation variance
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Fig 9. The recognition results with scaling variance

5. Conclusions

In this paper we presented the result of ascertaining the
robustness of lipreading against the image variance such
as rotation, translation and scaling.

We have compared three lipreading methods of
visual feature analysis. This method requires the

computation of the Fourier transform and DCT, performs
a coordinate mapping from cartesian to log-polar
mapping and executes the 2D image transformation. The
choice of a log-polar mapping and Fourier transform is
close to the characteristics of the special invariance. Thus
these transform bear great significance for lipreading
performance against RTS variance.

Future work will improve the highest lipreading
performance of illumination variance. We will also focus
on the pixel based lipreading regarding all circumstances.
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