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A Study on Heuristic Methods for Clustered Document Allocation
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1 Introduction

As the volume of data aceesible online is increasing, conven-
uonal information retrieval {IR) systems will not respond
to users’ queries within an acceptable time period. To
meet the demands nesded to deliver acceptable response
times m the wake of latge IR databases, parallel IR sys-
tems are increasingly bemng used IR systems based on
parallel mulliprocessor architectures can use vast compu-
tational resources more efficiently by spreading work across
the multiple processing nodes However, a multiprocessor
architecture introduces the problem addressing the optimal
mapping of a clustered collection of documents onto the
multiple nodes, namely the Multiprocessor Document Al-
locaiion Problem [1] A poor document mapping onto the
raultiprocessor results in high access and retrieval limes. In
general ohtaining an optimal solution of the mapping prob-
lem 15 computationally intractable: the problem is known
to be NP-complete Therefore. heunstic approaches are
commonly emploved to obtain a salisfactory near-optimal
solution in a reasonable time.

ln this paper, we present two heuristic allocation meth-
ods based on the two types of stochastic search and opti-
mization approaches. Genetic Algorithms (GA's) and Sim-
ulated Annealing (SA). This study is motivated by the fact
that Lthere is a lack of comparative studies of GAs and SA.
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We explore the connections between these heuristics [2].
‘We also compare the mapping qualities derived by the ge-
netic and annealing algorithms against those derived by a.
random and a preedy allocation algorithms A simulation
is developed to evaluate the performance of the allocation
algorithms

The rernainder of this paper 1s arganized as follows. Sec-
ton ? formulate the document allocation problem studied
m this work Sections 3 and 4 describe our genetic and
In
Section 5, we compare the solution quality derived by our

annealing algorithm techniques to the test problem.

heuristic algorithms against those derived by a random and
a greedy allacation algorithms, and the sample simulation
results of the algorithms are presented Finally, the conclu-
sions and [uture work are given in Section §

2  Problem Formulation

The mapping problem we study in this work 15 formulated
We first define terms aud notations to be used. A par-
allel program can be mmodelad by a weighted task graph.
Gi(Vi. Ey). m which vertices, Vi = {71,Ts,- L} de-
note the Lasks of a parallel propram and undirected edges.
FE, = {(T;,T;)|1 < 1,3 <1}, represent interaction between
tasks FEach vertex of Gy is assigned & weight w; which
denctes the computation cost of the task T,. Each edge
is assigned a weight (7}, T;) denoting the amount of -

teraction between tasks 7, and T, for | < 1.3 < ¢ A
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parallel architecture is represented by an undirected pro-
cessor graph Gy(Vy, F,) where ¥, = {P, Py,---, P} and
Ey = {{ 8. )11 <m,n £ pyme # n} The vertices V,, rep-
resent the processors of the target multicomputer, and the

edges &, indicate the bidirectional communication hnks.
Given a task graph G;(V;, /) and a processor graph
Gp{Vp, Fy), the allocation problem consists of finding a
mapping scheme & . V; = V,, tasks of the graph G, to the p
processors of &, and mimmizes the computation and com-
munication cost Let the set of vertices assigned to a cluster
hhe Rih). se, Rh)y={T: e V,: F(T}) = h,1 < i < ¢}

The computation cost [or weight wy) of every cluster can

Wik)= 3 w

T.eR(L)

be expressed as

(L)

The communication cost of all the edges from a cluster is

gven by

o

C(R) w Ty, T})

T=R(h),T, ¢ R(k)

(2)

An objectwve funclion which estimates the total parallel
execution time including the computation and communica-
tion cost [or 2 mapping configuration, is defined as

oF =3 (. wEH+Y. Y o)

h 1 n

(3}

I'V{P,fj) is the computation workload of node B, that is,
WP = Maz,(PM foralln, 1l <n<pand 1 <k < ¢,

where P! is the number

to node P, C(P*

.

of tasks of cluster ), allocated
} is the inter-processor communication
cast (matrix) belween node n and node me, specified as
C{PIL) = Mam(PrMppy pvs) Vi Vg € Ch). F{V) s the
processor munker in the range 0 to |V;| — 1. onto which the
task 1 is mapped.

3 A Genetic Algorithm

Genetic algorithms simulate the survival of the fittest
amoeng individuals in nalure over generations for solving
a problem. Fach generation consists ol a population of in-
dividuals. a set of character strings. Each individual repre-
sents & pomnl m the search space and a possible solution

Li the coding scheme, the set of tasks {a finite-length
slring) 1s represented by a tosk vector which is a sequence
of mtegers ranging {rom 0 to d — 1. A permutation of
the sequence defines an assignment of the tasks onto the
nodes A task entry D, found at position ¢ of a vector
represents an assignment of task I, onto node X, where
n = ¢ modulus p, and p is the number of processors.

The lirst step of the algorithm is io initialize 1he popu-

lation of mmdividuals In the initiahzation phase. a set of
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random permutations of the task vector is uniformly gen-
erated Bach permutaiion represents a possible allocation
of the tasks onto the nodes. A near-optimal allocalion is
generated by repetitively modifying the permutations.

The reproduction phase selects a new set of task allo-
cations for use in the next generation using the OF. The
selection process 15 based on the goodness (fitness) value
ol the current permutations. The allocation with a higher
value of goodness has a higher prebability of producing one
or more offspring in the next generation. Upon the comple-
tion of each reproduction phase, the old, poor allocations
are replaced by the birth of the new, good permutations.

The crossover phase represents the cross-fertilization of
permutations siumilar tc the composition of genes from
both parents in a birth. It consists of a position-wise ex-
change of valuas hetween each randorly paired permuta-
tions Two-point crossover is performed on a pair of in-
dividuals by swapping contiguous segments of genes. The
segment boundaries are randomly selected and are the same
m both parents. Two random numbers are chasen and serve
as the bounds {or the position-wise exchange

The mutation phase is incorporated wnto the algorithm
to prevent preynature local convergence in the population.
The mutation rate is designated by ithe probabibty of
mutation. During this phase, a permutation 1s randomly
modifled with a low probability; a pair of tasks m an
allocation is position-wise swapped The termunation
condition 18 reached if all permutations are identical or 1l
the number of generations is greater than a predetermined
maximum generation limit. In our experimentation,

1500

generations is umplementation-dependent and must be

the maximum limif was set at The number of

specified carefully to obtain the best solution quality. We
now combine all the processes above to [onin the complete

genetic algorithm for mapping

Alporithm 1.

1 Tnitralization - Randomly generale mafial populolion
of wdwiduals.

2. Hepeal steps & to 7 unlal the algorithm termanates

3. Pucluate goodness of mdunduals wn populotion

4. Reproduction — Select the sirung with the highest good-
ness velue,

8. Crassover — Pick twe strings and posibion-wise swap
with a probobilily of crossover

6. AMutation — Randomly modyy the string with a proba-

bality of mutolian
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7T Preserve the best solution so for

4 Simulated Annealing

O sunulated annealing solution to the mapping problem
15 based on the SA algerithm [3) that consists of annealing
steps for producing the best mapping solution. The SA
algorithm used m this work that comsists of anmealing
steps for producing the best mapping solution. The SA
algorithm used 1 this work proceeds as follows.

Algorithm 2.

1 Sel o wmubsal tempersture Tem = Temnyg.,

2

. Sef an mmtal configuralion S = S,

. Colculate the cost velue O = coleuwlote C(5);

L2

4 While <> (frozen termnotion condition) do
5 Delermine the vertices Vi, 1o be moved;

6 Whle (not yet in equibibrium) do

7. Generate new configurotion § = perturb(5);
8. Caicuiote new cost volue €' = caleulate C(S),
9 Calculote the cost difference AD = & —
Cf{AC = 0

then § = accepi(S) update configuration,

else § = aecepirS') with (e >T/T) = random(0.1));
End whdle (with siep 6):

Heduce temperalure Tem,

End_while (unlh step 4}

In the algorithm, a move (perturbation) is accomplished
by a random remapping of a randomly chosen confipu-
ration A remapping that leads to a lower or identical
cost is always accepted, whereas increase in the cost is
only allowed with the probability e 2¢7*™ known as the
Metropaolis criterion.  Acceptance probahilities of moves
are controlled by a temperature Tem. The algorithm uses

Eq. (3) as the cost [unction

In the SA implementation, the cooling schedule policy
must be specified carefully The mitial configurations are
obtained by a random allocarion of tasks among processors.
The imtial temperature is then determined such that the
acceptance probahility of uphill moves in the cost funetion
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is imtially 0.9. Equlibrum is detected by sampling cost
dynamically as the assipnment is perturbed. The equilib-
rium at a temperature means the probability distribution of
configurations has reached a steady state. Temperature 1s
decreased by the coohng schedule 1n BEq. (4), making small
changes in temperature. An exponential cooling schedule
is used because the use of logarithmic cooling schedules re-
quires too much computation time

Tem(i+ 1) = C » Tem(d) (4)

where ' < 1 and commonly very close tc 1 The constani,
was set to 0,93 mn our implementation. Tem{:) is the cur-
rent temperature. Eg. (4) determines the next tempeorature
as a fraction O of the present one. SA 15 considered con-
verged if one of Lhe following two conditions 15 safisfied (1)
if the number of accepted moves 15 zero, or (2) il no further
progress in the mapping guality 18 made for a grven number
of annealing steps

Vi, E) Random ( Greedy | Genetie | Anneahng
(200, 1000) 87T 7455 6785 G311
(300, 2000} 14450 14450 12847 12939
{400, 4000) 38052 36714 31754 21487

Table 1: Comparalive Evalution of mapping algorithms

(Ve, B Rondom | Greedy | Gereise | Anneahing
(200, 1000) 42 96 144 187
(300, 2000) 74 161 268 314
(400, 4000) 82 180 453 565

Table 2: Time (in sec.) of four mapping algorithms
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