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Abstract

In this paper the authors propose a model about
interaction of inner modules of autonomous robot
which is possible to learn walking action without
external and explicit supervisor signal. A main
feature of the model is that completed and fixed
module for estimating robot's motion parameter by
utilizing binocular parallax can be a supervisor for
the module to learn the walking action.

1. Introduction

Humans and animals flexibly adapt to changeful
environment by utilizing experience or acquiring
new skill or action. And skills acquired previously
is improved on efficiency. According to
connectionism, these useful properties of a
biological system are realized with plasticity of
each neurons and interaction of modules composed
of neurons in brain. Our ultimate goal is to
reproduce these property with real world robots, for
more detailed understanding of learning and
adaptation system of a biological system.

So that, modeling such systems and making sure of
its validity (by implementation) is firstly required.
Difficulty about modeling life's learning system is
derived from that it does not need and accept
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externdl and explicit supervising signal. The
authors endorse assertion which says that such
learning is realized with self organization and
interaction of modules composed of neurons. We
now attend to latter, interaction of modules.
Example of interaction we are considering is one
between vision and walking module (too much
general module division, we know, this is only for
explanation of framework). Assuming that vision
module has been almost converged and fixed, and
walking module has not yet, we think walking
module can use vision module as supervisor instead
of external one. There continues a little notes about
our detailed assumption. In this case, main role of
vision.module is to estimate self moving direction
and quantity as output, from image series
(temporally stored via camera) as input. Walking
module translates a directive (previously planed by
higher modules) about self movement which was
given as input to angles or torque series of legs as
output. We accent that walking module can use
difference between previously planed movement
directive and self moving variation guessed by
vision:module as error signal for training.

As previous stage before detailed argument and
implementation of such relation of two modules, in
this paper the authors aim construction of reliable
and ideal visual module. In this stage, regardless of
problem about how such module be acquired, we
treat only its converged and fixed form, i.e. what



calculation completed vision module do to estimate
self moving variation.

In the following, first we describe our model of
inter development between vision and motion
modules. Next a calculation method in the model is
described. The method visually estimates motion
parameters. In the method robot's moving variation
is estimated utilizing binocular stereo parallax. The
binocular stereo is supposed as a subsystem in the
vision module. Then we summarize this work and
mention some concluding remarks. Future works
are also mentioned.

2. Model of Inter-Development between
Vision and Motion Modules

Operation from Vision Module to Motion
Module

The proposed model explains a process in which
the vision module trains the motion module to
obtain walking capability by visually estimating
robot's motion variation.

Biology and physiology have accumulated various

knowledge and observations about relationship of
visual module to eye movements and head motions
in biological systems, such as human beings and
animals.

This work intends to apply these knowledge and
hypothesis to relationship between artificial visual
module and mobile robot's walking function,
instead of the eye or head motion.

Fig. 1 shows a block diagram of the proposed
model. In the figure, the upper left block denotes a
trajectory generation module. It receives motion
commands, such as "go forward" or “rotate right",
from higher level module and generates trajectories
of legs to realize the commanded motion. This
trajectory generation module treats difference
between the motion command from the higher level
module and self motion estimated by vision
module as input error signal. That is the vision
module plays a role of supervisor in this learning
model.

As for the supervised learning of motion,
discussion in section 5.6 of a book by Dr. Kawato
of ATR[1] is quite useful and applicable. It treats
general motion and discusses in detail
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Fig. 1 Block Diagram of Proposed Inter-Development Model
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transformation from difference between intended
motion and estimated one in real world to error of
the motion plan. As for self acquiring of gait
control in legged robot, learning with classifier
system is studied[3]. However it has not been
revealed what is supervisor in the learning. The
proposed model in this paper is intended to
augment this problem utilizing Kawato's theory on
learning of motion.

Feedback from Motion Module to Vision
Module

Once the motion module obtains walking capability
through the learning by vision module, then it can
be expected that development of the vision module
arises in turn through the motion. If the robot is
possible to move as it plans, utilizing its motion
parameters, it can actively obtain information of its
environment. In this stage, binding conditions to
solve shape from X utilized by early active vision
research can be obtained. It is impossible to obtain
the reliable binding condition, while the motion
module cannot control body motion as planned.

3. Motion Parameter Estimation by Vision
Module Utilizing Binocular Stereo

In this section, we describe a calculation method to
estimate motion parameter by the vision module.
The method is intended to estimate robustly even in
dynamic environment.

Tz

To simplify the discussion, coordinate system of
the robot is assumed to be identical to that of
onboard camera.

It is also assumed that at every sampling time the
robot can calculate a three dimensional coordinate
P=[X, Y, Z]' by searching matched pair of
coordinates p, and p, that are projected points of
the P onto left and right images correspondingly.
Both rotation and translation are happened from the
timef;totf ;.

As shown in fig. 2, @ denotes the rotational
parameters around X, ¥, and Z axes, and T denotes
the translational parameters along these axes.

6=16..6,.6,1 (1)
T=[T, T, TY @

In this situation, if a point P observed at the time ¢,

moves to P’ at ¢, the transformation can be

represented as follows.
Rz('ez)Ry(-oy)Rx('ex)P -T=pP' (3)

Where, R,, R, and R, denote matrix of rotation

around X, Y, and Z axes respectively.

If the rotational angles,d,, are sufficiently small,

the equation (3) can be approximated by equation
(4) as follows.

Fig.2 Motion Parameters and Coordinate System of Onboard Camera
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Thus it is ideally possible to calculate T and @ -
utilizing observed coordinates of  points
corresponding to P and P'. Sufficient number of the
pair is theoretically three. However, in real
situation, it is not possible to obtain precise motion
parameters by simply observing arbitrary three
pairs of points, because there are the following
difficulties.

* Stereo measurement error in coordinates
of Pand P’

* Disappearance of points by occlusion

Left Image

Time

* Disappearance of points from visual field
according the robot's motion

To cope with these difficulties, this paper
introduces the following four similarity in order to
calculate and obtain a precise and reliable solution
to the equation (4).

* Similarity between right and left image frames
at the time, #,.

* Similarity between right and left image frames
at the time, ¢,

* Similarity between a point in left image
at the time, ¢, and one at ¢, ;.

* Similarity between a point in right image
at the time, ¢, and one at 7, ;

Right Image

Fig. 3 Spatio-temporal Matching Scheme
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Based upon these similarity, a reliable and precise
solution of the equation (4) can be calculated, only
if the following two conditions are satisfied at the
same time. One condition is that a multiplied
product of all these similarity values is higher than
a threshold. The other is that a variance of pixel
values within a block area around the observed
point in the image is higher than another threshold,
i.e. brightness within the block is not uniform.
Because such points that satisfy these conditions
are regarded as well matched in both left and right
images, and inter frames. In other words, those
points are well matched both spatially and
temporally. Fig. 3 illustrates this spatio-temporal
matching scheme.

To prove the reliability and precision of the above
described method to estimate motion parameters, ,
an experiment and evaluation of the method should
be done. To conduct such experiment accurately
and quantitatively, we must utilize TV . cameras
whose various parameters are clearly opened and

motion stage whose dynamic characteristics are

disclosed. According to preliminary experiments
utilizing computer controllable moving camera
head, we have confirmed possibility to detect
motion of rotation and translation.

4. Concluding Remarks

This paper has proposed a model on inter-
development between vision and motion modules.
A main feature of the model is the vision module to
estimate robot's motion parameters can be a
supervisor for the motion module to learn walking
action. A calculation method to estimate the motion
parameters by the vision module is also described.
Preliminary experiment supports feasibility and
possibility of the method.

Future works include computer simulation of the
proposed model, application of the model to a
research purpose quadruped mobile robot, evaluation
of the model and the calculation method and
improvement of them. Currently binocular stereo
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utilizes a simple block matching method. Thus the
stereo matching tends to fail if image size changes or
image rotates. When the camera moves forward or back
along its optical axis, the image size is enlarged or
shrunk. When the camera rotates around the optical axis,
the rotation of the image happens. It is also a future
work to improve the matching method so that it is
robust against the image size change or the rotation of
the image utilizing Log-Polar conversion.
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