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Abstract

In this paper, a new adaptive fuzzy inference method using neural network based
fuzzy reasoning is proposed to make a fuzzy logic control system more adaptive and
more effective. In most cases, the design of a fuzzy inference system rely on the
method in which an expert or a skilled human operator would operate in that special
domain. However, if he has not expert knowledge for any nonlinear environment, it is
difficult to control in order to optimize. Thus, using the proposed adaptive structure for
the fuzzy reasoning system can controled more adaptive and more effective in nonlinear
environment for changing input membership functions and output membership functions.
The proposed fuzzy inference algorithm is called adaptive neuro-fuzzy control(ANFC).
ANFC can adapt a proper membership function for nonlinear plant, based upon a
minimum number of rules and an initial approximate membership function. Nonlinear
function approximation and rotary inverted pendulum control system are employed to
demonstrate the viability of the proposed ANFC.

I. INTRODUCTION

neural networks and fuzzy logic systems, the
neuro-fuzzy systems are attracting more and
more interest since they are more efficient and

Fuzzy theory was initiated by Lotfi A. Zadeh
in 1965 with his seminal paper "Fuzzy Sets”
(Zadeh [1965]). Fuzzy inference systems have
been successfully applied in various areas for
intelligent control to expert system.

In most cases, the design of a fuzzy
inference system is rely on the method in
which an expert or a skilled human operator
would operate in that special domain. However,

more powerful than either neural networks or
fuzzy logic system. Many effective learning
algorithm of neuro-fuzzy systems were
developed and many structure of neuro-fuzzy
systems were proposed. For example, Wang's

if he has not expert knowledge for any several adaptive fuzzy systems {2], Jang's
nonlinear environment, it is difficult to control ~adaptive network based fuzzy inference
in order to optimize systems(ANFIS) {3], Lin’s neural networked

Thus, using the proposed
adaptive structure for the fuzzy reasoning
system can controled more adaptive and more
effective in nonlinear environment for changing
input  membership  functions and output
membership functions.

Several algorithm of an adaptive the fuzzy

based fuzzy logic control and decision system
(6], etc.

In the application aspect,
systems have been widely used
system, Intelligent robot, pattern recognition,
consumer products, medicine, expert systems,

neuro-fuzzy
in control

membership functions have been proposed in
[2]-[6].

With rapid development of techniques for

fuzzy mathematics, Information retrieval, etc.
This paper is organized as follows.
In section II, we propose a new adaptive
neuro-fuzzy control(ANFC) for the structure,
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operations, and learning algorithm.

In section I, we compares the proposed
ANFC with the conventional control systems
for simulation result. Nonlinear function
approximation and rotary inverted pendulum
control system are employed to demonstrate the
viability of the proposed ANFC.

The conclusions are given in section IV.

II. LEARNING ALGORITHM
OF ANADAFPTIVE FUZZY
INFERENCE SYSTEM

Neural networks are essentially low-level
computational structures and algorithm that
offer good performance in dealing with sensory
date, while fuzzy logic techniques often deal
with issues such as reasoning on a higher level
than neural networks. However, since fuzzy
systems do not have much learning capability
it is difficult for a human operator to tune the
fuzzy rule and membership functions form the
training data set. Thus, a promising approach
for reaping the benefits of both fuzzy systems
and neural networks is to merge or fuse them
into an integrated system.

The proposed ANFC aim at a proper
membership function for nonlinear plant, based
upon a minimum number of rules and an initial
approximate membership function.

Now, ANFC algorithm represents as below.

Output

Layer2

Layert Layer3 Layerd

Fig. 1. Adaptive Neuro-Fuzzy

Control(ANFC)

The function of each layer describe the

following algorithm for two input Xx;, Xg,
respectively.
Layer 1 This layer is a square node 1 with

a node function for input membership function
depends on incoming input signals.

O,; = palx)) 1)
O, = #5lx) (2)
Where x;, x, are the input to node 2, and
A; B, are the linguistic label for node
function.  Namely, O,, is the membership

function of A;, B, and it specify the degree

to which the given x;, x satisfy the

quantifier A;, B;, respectively.
#a4(x)), pp(x) choose to be gaussian
X1, X3. Each

node represents one membership function for
one linguistic term.

Input membership
an defined by

membership function for input

functions in this layer are

Oui = pa(m) = exo[—(F )
for i=1, 2, -, & 3

Ori = p5,(x) = exp [—(FF=)7)
for =1, 2, -, i (4)

Where c¢;, a;, m;, B, are centers and widths
of pa(x1), #g,(x;), respectively.

Layer 2 This layer labeled I performs fuzzy
AND operation.

Every node in this layer is a fixed node,
which operates the incoming signal from every
set of the membership function nodes for their

corresponding  input. Each node output
indicates the firing strength of a rule. For
nstance,

0,,; = min(pa(x;), #p(x2)) (5

Layer 3 Every node in this layer perform a
membership function for output linguistic
variable.

An adaptive node function
membership function for the output layer.
FEach node represents a simple output
membership function. The link weight of this
layer is equal to 1.

03 = max(0,,)
for ;=1, 2, -,

is a gaussian

kxy 6)
Layer 4 The single node in this layer is a
fixed node labeled X, which performs the
overall output as the summation of all incoming
signals. It transits the fuzzy output to crisp
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signal used for control. This function can be
used to computes the center of area
defuzzification method. The function of the
node can be describe by

X
2 5;0;03,
=1

Opi = —p—
* go,-Og.,-

for i=1, 2, -,
Tuning Parameter

kx (7

The network structure are
parameter of input and output membership
functions optimally. The back-propagation
learning algorithm is employed to fine-tune the
membership functions for desired output.

Considering a single output, the aim is to
minimize the error function by

- Ler — 0y
E= 25(T,~0) @)

adjust the

Where T, O, are the desired output and the

measured output, respectively.
To represent the learning rule, we shall show

the computation of —g-g—, layer by layer,
starting at the output nodes, and we will use
gaussian membership function with center s,

and width o, as the adjustable parameters for
these computations.

Layer 4 Every node in this layer needs to be
tuned the center and width of the output
membership function. The adaptive rule of the

center s, is derived as

AE  _ QE 004,
aS,' 304‘,‘ aS,‘ 9)
105
= ~[T:(5 — 0LH]—2=2
0;0;
Hence, the center parameter is updated by
s+ = 5D+ 2L T (D) — 0] =2
210,05
(10)

Where 7 is the learning parameter.
Similarly, the adaptive rule of the width g, is
derived as

JE _ _9E 304,
ao; 804.,‘ aU,'

Il

—[T;(d — 0LD]
s,vOL;(Zo,-Og,,v) - (2&'0&,:’) 0s.
(Zaioa,i)z

11
Hence, the center parameter is updated by
o(t+1) = 0D+ [ T.;( — 0L(D]
503 (210,05, ) — (5:0:05.) 0y
(Zdio.'i‘i)z

(12)
The error to be propagated to preceding
layer is derived as

64= ___aE_

G0 = TiD= 0L

(13)

Layer 3 In this layer, no parameter needs to
be regulated. Only the error need to be

computed.

_ __8E _ __3E 904
8. = 30y; 30, 00s; (14)
30, - siai(zdiOB,i)—(231‘01'03,1‘)01'
303,,- (20i03,i)2

(15)

—9E _ 15— 0.

30, T:(D— 0D (16)

Hence, the error signal is

8,(t) = [T,() — 0(H)
S,'U,‘(Zdi&d‘) - (ZSiUios,i)Oi
(220,05,)*
an
Layer 2 In this layer, only the error need to
be computed.
5 - __0E _ __3E 30y,
2.1 302.1' 303.1 302_,' (18)
- 603,,' 83"

Layer 1 Every node in this layer needs to be
tuned the center and width of the input
membership function. The adaptive rule of the
center ¢, is derived as
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QE _ _0E 90\ _ _QJE 2(x—c)
3Ci 801',' aC, 301,,- aiz
a9
Where
0E  _ _QE 900,
30,; ~ 90,; 30 20)
Where from equation (16),
dE _ _, @D
aOZ_,‘ 3.1
30,
801,,' - 6l"‘
_ {1 if O, ;= min(input node i)
0 otherwise
(22)
clt+1) = c{d +7;al,,-——2(—";_;—ci)— 23)
So the update rule of ¢, is defined by
c(t+1) = (8
2
—~ [ T(®) — O(t)]—-(x—;-—)
(24)
Similarly, the update rule of a, is derived as
3E _ _QE 90,
da; 00,; da; (95)
- E 2(x; — ¢y
30, ; a?
a,'(t+ l) = a,(t) + ”al'i_z_(fl_g__c_‘_zl (26)
Hence, the update rule of @, becomes
d,(t+l) = a,-(t)
2
— gl Ti(®) — O(t)]—ﬂi—)—
27
Similarly, the update rule of m,;, B, are
derived as
m(t+1) = m(P
205, = m,
— L) — o) 22z
(28)
BLt+1) = B
2(xy —m,
— 77,00 ~ g1 22
(29)

. SIMULATION RESULTS

In this section, we apply the adaptive
neuro-fuzzy controll( ANFC) proposed in section
I to the nonlinear function approximation and
the rotary inverted pendulum stabilizing
problem. First, a nonlinear function
approximation result is depict as below.

Example 1 : For a first Example, Nonlinear
function defined by
= 2sin(#/40) (30)
y = 3sin(#/40) +2cos (#/20)
Where x5 is delayed input x;. Leaming rate,
7 is 0.005.

Fig. 3 shows the five input membership

function for input x;, X, respectively.

1o a0 mew eou  seo

Fig. 2. Result of the Example 1

e

[T p—

Fig. 3. Five Input membership function

Fig. 4. Five Input membership function
for input xi, X2 after training.
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Fig. 4 illustrates the altering the five input
membership function after training by proposed
algorithm. In five input membership function,
it must be eliminate membership function
which is big similarity since it does not affect
the output. Thus, proposed ANFC have a
priori performance than the expert knowledge.

Example 2 : For a second example, the plant
is assumed to be defined by

yp(k+1) = /{yp(k), yp(k_].), (32)
y(k—2), u(k), u(k—1)]

Where the unknown function f defined by

The input to the plant and the identified
model is given by
u(k) = sin(@@nk/250) for E<500
(33)
u(k) = 0.8sin(274/250) for k> 500

Leaming rate, 7 is 0.005.

© 100 200 300 es0 300 00 VOO 0D P0G ADOC

Fig. 5. Result of the Neural Network

As

e & & o

6 8 6 b
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Fig. 6. Result of the proposed ANFC

Fig. 6 shows the result of the three input
membership  function and nine  output
membership function. The proposed algorithm
result(Fig. 6) effect than the conventional
neural network result(Fig. 5) for the

approximation and the convergence time.

Example 3 : We apply the adaptive
neuro-fuzzy controll(ANFC) proposed in secton
O to the rotary inverted pendulum stabilizing
problem. The rotary inverted pendulum
includes nonlinear dynamics which is difficult
to control.

We must be satisfied two conditions for
control of the rotary inverted pendulum. First,
It is a position control that any position moves
to the objective position. Second, It is a
balance control that stabilizing the pole to
inverted forward. The proposed ANFC perform
the minimization for the conventional controller
(LQR) output.

Fig. 7.

Rotary Inverted Pendulum
System

A AL N

Conventional Y 7 Paint 8.9,
aln
Controller u

Rrference Output

tnput

Adaptive
NeuroFuzzy
Controller

/

Fig. 8. Proposed Adaptive Neuro-Fuzzy
Controller

Yanre

The dynamic equation of the rotary inverted
pendulum system are presented by

KP = %mP[Lme‘m

+ Lp ngOS(@p)z + (LP 0.p5in(0p))2]
(34)
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(35)
(36)

KB=
Pp=

1564

mpgL pcos(8p)

Where Kp, Kp, Pr are the kinetic energy
for the pole of the rotary inverted pendulum,
the Kkinetic energy for the base link of the
rotary inverted pendulum, and the potential
energy for the pole of the rotary inverted
pendulum, respectively. mp is mass of pole.

By using a above equation, we obtained
Lagrangian equation by

(mpLy+ Jg) 65+ mpl g6pL pcos(6p)

- mpLB&'prsin(ﬂp) =T

(37

mpLBLpﬁnp COS(BP) - mPLpLB 0.p 0,,, sm(ﬁp)
+ mpLli 8p — mpgLpsin(8p) = 0

(38)
Parameter Symbol |Value| Unit
Length of Pole Lp 0.305 m
Mass of Pole mp 0.210 | Kg
Length of Base Link Ls 0.145 m
Inertia of Base Link Js  |0.0044| Kgm*
Motor Armature
Resistance Rm 26 2
Motor Voltage +
Constant v +50 v
Motor Torque 0.0076
Constant Kn 7 V/rads
Table 1. System parameter of the rotary

inverted pendulum
A torque 7 by DC motor is given the
following form. That is

u = V=IR,+K,w, (39)
Ko K,
T = 1IK, = R, V__}_?:w"' (40)

Where u, w,, are the plant input and rotate

speed(rad/s] of the motor. Thus, we can find

the state equation as a following system
parameter(Table 1). That is
b5 0 0 1 0][06s 0
6p 0 0 0 1]t 6, + 0 u
d5 0 —-67 —-25 0 Oy 47
6, 0 64 12 0 6, —22
(41)
Fig. 9 shows the result of the rotary inverted
pendulum.

The proposed ANFC result(strong line) effect
than the conventional controller (LQR) result
(tender line) for the convergence time.

-12.3

o 30 40 %0 120 130 180 20 240 370 300

Fig. 9. Result of proposed ANFC for the
rotary inverted pendulum

For the proposed ANFC, parameter used 7

input membership function and 49 output
membership function. Leamning rate, 7 is 0.03.
IV. Conclusion

In this paper, we proposed adaptive
neuro-fuzzy  control(ANFC) to  nonlinear
function approximation and rotary inverted

pendulum. With a simulation result, proposed
method can controled more adaptive and more
effective in nonlinear environment for changing
an input membership functions and output
membership functions. Thus, this proposed
algorithm is very useful for fuzzy logic control
because the needs for the expert knowledge is
relative much lower compare to conventional
FLC. However, this algorithm must be attend

learning rate, 7 which effect for learning speed
and the convergence time. In the future, we

will establish more effect and the more
reinforcement algorithm.
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