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Abstract

A design method of rule-based fuzzy modeling is presented for the model identification of complex and
The modeling
identification in the efficient form of “IF.., THEN..” statements, using the theories of optimization and linguistic

nonlinear  svstems. proposed rule-based fuzzy implements system structure and parameter
fuzzy mmphcauon rules. The wmproved complex method, which is a powerful auto-tuning algorithm, is used for
tuing of pararneters of the premise membership functions in consideration of the overall structure of fuzzy rules.
The optimized ohjective function, including the weighting factors, is auto-tuned for better performance of fuzzy
model using training data and testing data. According to the adjustment of each weighting factor of training and
testing data, we can construct the optimal fuzzy model from the objective function. The least square method is
utilized for the identification of optimum consequence parameters. (vas furance and a sewage treatment process are
used (o evaluate the performance of the proposed rule-based fuzzy modeling.

Kevwords : Identification of fuzzv model, auto-tuning, weighting factor, optimal fuzzv model

1 Introduction were made by the fuzzy relationship equationsf3]. Xu

constructed and identified the fuzzy relationship model

In the early 1980, linguistic approch{l,2] and fuzzy
relationship equation-based approchl[3,4] were proposed
as identification methods of fuzzv models. In the
linguistic approch, Tong identified gas furnace process
by means of logical examination of data[7]. B. Li et
al. obtained good results through the modification of
modified

algorithm of adaptive model based on decision table.

Tong's method[6] and also proposed the

But the algorithm has some problems due to the

computer capacity and computation time which 1s
was applied to the high-order
Pedrycz

identification of fuzzy system from the viewpoint of

important, when it

multivariable  svstemns[3]. analvzed the

linguistic  implication rule modeling, using the

referential-fuzzyv-set concept[2]. T. Li et al. presented
a self-learning algorithm for the simple SISO fuzzy
model{5]. In the fuzzy relationship equation-based
approch, Pedrycz identified fuzzy systems, using the
referential fuzzy set and Zadeh's conditional possibility

distribution, that is, the new composition rule which

and the
inference

referential fuzzy set theory
algorithm[5,6]. The direct
utilized bv two methods did not perform better than

using the
self -learning
the linear inference. Sugeno identified the structure
through the
but the structure of premises of the

of systems -standard  least
methods[10],

rules was determined more heuristicallyv through the

square

experience and iterative fuzzy partitioning of the input
space. Sugeno also applied his method to the fuzzy
using fuzzy
C-means clustering[11,12], but the method did not
produce the identification of good performance: this

identification of gas furnace process,

could be alleviated to the use of direct linear
inferencel8].

In this paper. two types of fuzzy inferences are
that is,

(Tvpe 2) reasoning models. According to the proposed

considered, simplified (Tvpe 1) and linear

auto-tuning algorithm-the improved complex method,

the parameters of such membership function can be

easily adjusted. Furthermore we introduce an
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aggregate objective function that deals with traning

dawan and  tesuing data, and elaborate on  its
optimization to produce a meaningful balance between
approximation and generalization abilities of the model.
The proposed ruled-based fuzzy modeling is carried
out for time series data for gas furnace process(Y]
and

svstem[ 13].

activated sludge process in sewage treatment

2 System modeling by means of fuzzy inference

The

divided into the identification activities of premise and

identification algorithm of fuzzy model is
consequence parts of the rules. The identification at

the premise level 1) selects the input variables

Xy, X, =, x, of the rules, and 2) determines the fuzzy

partitions (Srmail, Large, etc.) of fuzzy spaces. This
means the determination of the number of the optimal
fuzzy space partitions, that is, fuzzy subspaces thaf
determinate the number of fuzzy
The
membership

implication rules.

premise identification has (o determine the

values of fuzzv  variables. The

consequence identification embraces the following

phases 1) selection of the consequence variables of
the fuzzy implication rules, 2) determination of the
consequence parameters.

In this paper, in order to identify the premise
structure and parameters of fuzzy linguistic rules, two
essential input variables of process influenced are
considered and the improved complex method which is
used.

Furthermore, we restrict ourselves to some types of

a  powerful auto-tuning  algorithm is

membership function such  as  Gaussian-like  and
triangular ones. The parameters of the membership
functions are tuned with the help of the autotuning
method. The parameters of the consequence part of
the rules are determined using the standard least
(Gaussian elimination with maximal
a modified

that aims at

square method

pivoting algorithm). We also discuss

performance index(objective function)

achieving a balance between approximation and

prediction capabilities of the fuzzy model.
3 An algorithm of fuzzy identification

In 1his section we elaborate on algorithmic details
of the method
oplimization problem to the antecedent (condition part)
of the

identification discussing  the

rules as well as an enhancements of their
conclusions.

3.1 Premise identification

In the premise part of the rules we confine

ourselves to (Gaussian-like and triangular tvpe
function. The Gaussian tvpe of the membership
function assumes the form

—ste—a)*
Ao=e "
Furthermore we consider Gaussian  membership

functions involving fixed slope, and assume several
levels of their parametric flexibility

In the case of the same slope and different slope.
these mean the same and different slope in each input
variable, and the slope parameter of each case s
auto—-tuned according to the proposed optimization.

LOW

HIGH LOW

MIDDLE

HIGH

a b a m b

(a) 2 & 3 fuzzy variables with 2 & 3 modifiable
parameters

(b) 3 fuzzy variables with 3 modifiable
parameters(s, 4, and b)
Fig. 1 Parameters of triangular & Gaussian type
membership function

3.2 Consequence identification

The identification of the conclusion parts of the the
rules deals with a selection of their structure (tvpe |
and type 2) and a determination of the respective
parameters of the functions therein.

Type 1 (Constant: Consequence part)

The consequence part of the simplified inference

mechanism where the rules have constant conclusion

part is given as follows.

R I x) is Ay,
then v= q;

, and x, is Ay, T

The calculations of the numeric output of the model

are carried out in the well-known form,
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where R is the i-th fuzzy rule, x is input variables.
A is a membership function of fuzzv sets, w 1s a
constant, n 15 the number of the fuzzy rules, v is the

infered value. g, 1s the premise filness matching of

K tacuvation level) and g, is the normalized

premise fitness of K. In what follows, we define the

performance index as a sum of squared errors.
N CURR )y )

*
where V' is the outputl of the fuzzy model, k denotes
the number of the input variables, and m stands for
data. Furthermore

the Lotal number of

Xii Xogy "0y X M, (=1,2,---,m)  are pars of
mput-output data set. The consequence parameters a,
deternimed by the

method. In the fuzzy model of Type 1, the parameters

can  he standard  least-square

can he estimated by solving the optimization problem.
Type 2 (First-order lincar Equation)

The

lincar relationship. The use of the linear (or complex)

consequence 15 expressed in the form of a
mfercnce method gives rise 1o the expression

R: If v, is Ay, =, and x; is Ak, (3)
then v = f; (x;, -, x5

Where f is a hnear function of the input variables
Fley o) = ay tazx + -+ agx,

The
way as i the previous approach

. 2] H f."(xl v“.»xk)

,2:1 "

Again K is the

variable, 4, 15 membership functions of fuzzy sets, @,

numeric output v is determined in the same

It

21 ll\ FAy, o, xy)

i~th fuzzv rule, x is an input
15 consequence parameters, n 18 the number of the

fuzzv rules, v is the inferred value, g is the

ruth value of R in the premises and g, is the
normalized truth value of g,

The consequence parameters are produced by the
standard least-square method, that is

(x"x) "' xTy (1)

a =
3.3 The objective function with weighting factor

We  claborate on  the performance index.  The

objective function for the training data and testing
data assumes the form
f  (PARALINPI + PARA2NE_PD/2

and 15 utilized as a cost function of the fuzzy model.
Where, PARAI and PARA2Z are :wo weighting factors
for PI and E_PL respectively. Pl and E_PI denote the
values of the performance index for the training data
and testing data, respectively. For the purpose of
mininization of this objective function, all parameters
of the
CGraussian-like
modified(optimized).

the ensuing numerical experiment

premise membership functions such as

and triangular function are
The performance index used in
will bhe as an

Euclidean distance, that is,
- 1 ﬁ: RS- =
Pl = N 2 (vi— ) (5)

The variables 'of a cost function to be optimized
come as the parameters of the membership functions,
fuzzy rules, and weighting factors of the performance
index. Based upon a selection of sound fuzzy reasoning
type, specification of the membership function type, and
weighting factors
model.

we can design an optimal fuzzy

3.4 Autotuning by improved complex method

Usually, by combining these optimization tasks we
end up with a problem that is highly nonlinear and
may not fit well to the domain of gradient-based
techniques. To alleviate the problem, we propose to
use an autotuning algorithm that is an adaptation of
the improved complex method.

We realize the algorithm by augmenting the simplex
concept to the complex method [2] - constrained
optimization technique. In fact, the algorithm known
as the improved complex method. is the constrained
complex method of the form:

Mimmize f(x)

Subject 1o g;(x) <0, i=1,2,-.m

XV <« x < x i=1,2,,n

where the superscripts / and u denote the lower and

upper bound of the corresponding vanable.
4 Experimental studies

Once  the identification methodology  has  been

established, one can proceed with intensive

experimental studies.  In this section, we report on

the experiments using some well-known data sets
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used in fuzzy modeling. These include gas furnace
date and sewage treatment process.

b1 Gas fumace process

In this section, the proposed rule-based fuzzy
madeling is applied to the time series data of gas
furnace ulilised by Box and Jenkins[9) We try to
mode! the gas furnace using 296 pairs of input-output
Un(t) used in

the control Utt)

data. The flow rate of metane gas,
laboratory changes from -2.5 to 2.5,
used in real process, ranges from 0.5 to 0.7 following
the expression.

() =10.60—0.048U,(? {6)
U’ denotes the flow rate of methane as input, the
output stands for the carbon dioxide density i.e., the
outlel gas. The structure and parameter identification
of premise are performed using the improved complex
method. The improved complex method extracts the
optimal fuzzy rules and upgrades the performance by
auto-tuning  parameters of

premise  membership

function. The reflection, expansion and contraction
coefficients which are the initial paramcters of the
improved complex method are set as « =1, 7 ~2 and
A 0.5, respectively. The consequence parts of two
kinds of types used. Table 1 the

performance index of the optimal rules obtained using

are shows
the improved complex method for each fuzzy model
consisted of the consequence types of simplified and
linear inference, and the premise
type with fixed
different slope versions.

types of (raussian

function slope, same slope and

From the two-dimensional plot of the data set
shown in Fig.2, in the case of the training data, the
(u(t-3),vt-1),v{t)) (ult-4),y(t-1),v(t)

oxhibit uniform and less sparsc distribution than any

data sets and
other data set. Therefore we can anticipate that the
fuzzv model structure for the fuzzy partition of data
(ut-33yt=-1),y{th (u(t-D.vt-D,y(t) could
perform a little better than in the remaining sceneries.

sets and

Table 1. Optimal performance index for each fuzzy
model by means of the adjustment
of weighting factors
() Simplified fuzzv reasoning method with Gaussian
type membership function

| Weighting !

L!:‘L,A«. 4 Sl Supfad | B T fu,:u R :
(b) Linear fuzzy reasoning method with Gaussian type
membership function
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(b) In the case of testing dala

Fig. 2 Data points induced by 140 data set
(u(t=-3)v(t-1y(t)) and the comparison of
original data and output data for fuzzy

maodel No. 2 (Table 1-a)
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Fig. 3" Convergence procedure to optimal value of

Il & E_PI for fuzzy model No. 2 (Table 1-a)
Table 2. Performance index i1n the each fuzzy
reasoning method by means of the change
of no. of fuzzv variables

input

ta) Simplified fuzzy reasoning method with

artables u(t-3) and v

(h)  Lincar fuzzv reasoning method with input

variables u(t-3) and v

1.2 Sewage trealment process

Sewage treatment  generally  uses  the  activated
sludge process which consisted of sand basin, primary
sedimentation  basin, aeration tank and  final
sedimentation basin.  Suspended solid included in

sewage is sedimented by gravity in sand and primary
sedimentation basins. Air is consecutively absorbed in
scwage in the acration tank for several hours.
Microbe lump ‘that is called floc or activated sludge)
mainly  remove the organic
tank.  Activated

hiochemically exvgenates, proliferates and resolve the

springing  naturally,

matters  in acration sludge

organic matters into hydrogen and carbon dioxide by

metabolism. In  final sedimentation basin, floc 1s

sedimented, recycled and again used to remove the
organic matters and then purified water is transported
to teritery sedimentation basin.

500

The

involves an aeration tank and final sedimentation. We

activated sludge process 1s the process that
measure the biological oxyvgen demand(bod) and the

concentration of suspended  solid(ss) in  iInfluent
sewage at primary sedimentation basin, and effluent
bod(ebod

sedimentation

and ss(ess) 1n effluent sewage at final
ebod

changed, dependent on bod and ss, dissoved oxygen

hasin. Because and ess  are
set-pointidosp) and recycle sludge ratio set-point(rrsp)
are set so that ess and ebod should be kept up less
Ebod

depend on mixed liquid suspended solid(mlss), waste

than the prescribed small quantity. and ess
sluge ratiolwsr), rrsp and dosp. Bod has a correlation
with ss.

In this paper, a sewage treatment system plant in
Seoul, KOREA, is chosen as a model. The rule-based
fuzzyv modeling bv two kinds of fuzzv inference is
carried out using the 52 pairs of input-output data
obtained from the activated sludge process. From
four input variables, we choose two input variables
that minimize the evaluation criterion and fuzzy rule
than
partitions(Big and Small) from cach input-ouiput pair
of data.

consequence of the optimal fuzzv rules are obtained

number, and extract more two fuzzy

The 1dentified parameters of premise and

using the improved complex method.

Table 3 shows the performance index of the optimal
rules obtained using the improved complex method for
each fuzzv model consisted of the consequence types
of simplified and linear inference, and the premise
tyvpe of triangular type function.

Table 3. Performunce index in the each fuzzy
reasoning method by means of the
adjustment of weighting factor

(a) Simplified fuzzy reasoning method with triangular

[bgns Varaole %
Nt et - A ERA

(h) Linear
tvpe membership function

fuzzy reasoning method with triangular
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5 Conclusions

In this paper, the efficient identification technicue is

presented which automatically extract the optimal
fuzzv rules, using a auto-tuning algorithm and the
welghting factors of object function. The mmproved
complex method, which is a powerful auto-tuning, is
of the

membership functions in consideration of the overall

used for auto-tuning of parameters premise
structure of fuzzy rules. By means of the adjustment
of weighting factors of objective function for both
traning and testing data, and the auto—tuning of the
parameters of each membership function, we can get
better performance of fuzzy model. According to the
increase of no. of membership function of each input
variable of  process svstem, generally the
PltPerformance Index) for fuzzy model using training
data is improved, but the PI for fuzzy model using
testing data gets worse. And the PI for fuzzy model

by means of linear inference method using the testing

data gets much worse than that of simplified
inference  method. Generally, in the case of
same-slope, we can get better performance. The PI

for testing data in the case of the simplified method
is better than that produced in the case of the linear
of the

method, the difference between Pl(performance index

method. Furthermore in this case simplified

for training data) and E_Pl(performance index for

testing data) is  much smaller. Moreover the
performance of the fuzzv model with the simplified
inference method using testing data is better than

that exploiting the linear tyvpe of the inference method.
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