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Abstract

This paper provides a method for video augmentution
using image interpolation, In computer graphics or aug-
mented reality, 3D information of a model object is nec-
essary 1o generate 2D views of the model, which are
then inserted into or overlayed on environmental views
or real video frames. However, we do not require any
three dimensional model but images of the model object
at some locations to render views dccording to the mo-
tion of video camera which is calculated by an SFM algo-
rithm using point matches under weakfperspective {scaled-
orthographic) projection model. Thu$, a linear view inter-
polation algorithm is applied rather than a 3D ray-tracing
method to get a view of the model at different viewpoints
Sfrom model views. In order 1o get novel views in a way that
agrees with the camera motion, the camera coordinate sys-
tem is embedded into model coordinate system at initial-
ization time on the basis of 3D information recovered from
video images and model views, respectively. During the
sequence, motion parameters from video frames are used
ta compute interpolation parameters, and rendered model
views are overlayed on corresponding video frames. Ex-
perimental results for real video frames and model views
are given. Finally, discussion on the limitations of the
method and subjects for future research are provided.

1 Introduction

In this paper we are to render novel views of an ob-
Jject given reference images of the object and combine them
with a video of real environment so that the video images
look as if the camera has taken the model object in real-
ity. Figure 1 shows an example of model views, video
images and final results we intend to obtain. We address
two subjects to have the goal: one is rendering views from
images of a model object and the other is embedding the
generated views into video images. Usually methods to
render a real object from arbitrary viewpoints use a 3D
model of the object, which could be a CAD model being
used in computer graphics or a 3D model reconstructed by
stereo vision. When using 3D model, it is easy to get a
view since determination of rotation and translation param-
eters of camera-centered coordinate system with respect to
model-coordinate system gives the view. However, it is
well known that to make a 3D model by reconstruction is

Figure 1: The first row is model views, the second video
images and the third augmented video images

noteasy[9, 11, 1], and we do not want to do it to get views
of a real object.

Researches to synthesize novel views using view-
interpolation or those using algebraic functions like trilin-
ear tensor or fundamental tensor are all based on model
views and deal with how to avoid the 3D reconstruction
problem. Seitz and Dyer {12, 13] proposed a method to
synthesize physically-valid views by image interpolation,
being linear, under orthographic camera model. They dealt
with the problem of which views may be inferred from
a set of model images and showed that the range of pre-
dictable views can be described for a continuous range of
viewpoints by a set of discrete images under the constraint
called monetonicity. They proposed a scan-line interpola-
tion algorithm as a rendering method. Werner et, al. [17]
represented an object by a set of 2D views and constructed
a novel view as a combination of the model views. They
showed that the combination can be linear and suggested a
way to determine the visibility of constructed points.

A method using an algebraic function of views can be
found in the work of Ullman and Basri [16], which showed
that any view of a model object can be expressed as a lin-
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ear combination of reference views. Avidan and Shashua
[1] derived a tensorial operator that describes the transfor-
mation from a given tensor of three views to a novel tensor
of a new configuration of three views, Being an extension
of the work of [16] to perspective camera mode!, trilinear
tensor provides a warping function to create desired virtual
views from reference views, given rotation and translation
with respect to the first view. Laveau and Faugeras [9] uti-
lized the epipolar constraint for view synthesis (o interpo-
late or extrapolate between the model images. The indirect
relationship between motion parameters of virtual camera
and the epipolar constraint is specified by matching points
in image space.

Rendering views of a 3D model (a virtual object) and
mixing them into video have been studied in the area of
augmented reality and virtual reality. In [8] a lot of ref-
erences lo this area can be found including [2, 6, 18, 7].
Also, many augmented reality activities around the world
can be found at the web site! of James Vallino who is an
author of [8]. One problem in augmented reality is that
geometric relationship among physical objects (the envi-
ronment), virtual objects and the camera should be estab-
lished first. That is, external and internal parameters of the
video camera should be computed to embed rendered im-
ages into video frames, for which some reference points or
patterns whose Euclidean geometry is known a priori are
used[15, 5, 2, 18, 3]. In this case, matching the reference
points and calibrating the camera at every frame are nec-
essary, and a difficulty is in the fact that if we have to deal
with a gencral video sequence we cannot find references
for camera calibration. To attack this problem, Kutulakos
and Vallino[8] suggested a calibration-free augmented re-
ality system using affine object representation. Camera
calibration was replaced by tracking reference points in
video images and the locations of a virtual object were
specified in two video images instead of establishing 3D re-
lationship. Images of the virtual object rendered by graph-
ics machine were overlayed on real-video frames and they
looked as if the object had been taken by the video camera.

A limitation in augmented reality is that a 3D graphic
model is always necessary in the sense that if we want to
handle a real object such as the National Assembly build-
ing or White House, then we cannot help recovering a
3D information from the images. However, as mentioned
3D reconstruction is not an easy problem. We propose a
method to overlay novel views synthesized from reference
images on live video images according to the motion of the
video camera. Main problems considered in this paper are:

1. how to insert the model object info video,

2. how to specify parameters describing a novel view

hitp://www.cs.rochester.edu: 80/w/www/u/vallino/research/ AR/

with respect to reference views according to the mo-
tion of video camera,

3. how to synihesize d novel view,
4. and how to solve self-occlusion and visibility

In this paper two interpolation parameters determine novel
views which are computed using the relationship between
view vectors from video images and those from model
views. Initial location of the model in video is specified
in two video images using epipolar constraint. Correspon-
dences are found using stereo matching algorithm between
two images. For rendering, we use linear interpolation
method proposed in {12, 13] which provides physically-
valid views by image interpolation. Seif-occlusion and vis-
ibility problem is not considered in this paper. However,
since we compute Euclidean reconstruction for some fea-
ture points visibility can be solved as described in [9, 13].
Section 2 shows the proposed algorithm in detail and sec-
tion 3 gives experimental results. Finally, concluding re-
marks and discussion on limitations of the method are in
section 4.

2  Algorithm
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Figure 2: algorithm flow of our method

Figure 2 shows flow of proposed algorithm which can
be divided into four steps. Full explanations are in the fol-
lowing subsections.

1. Model construction:  Structure and motion pa-
rameters for model views are computed from point cor-
respondences [10, 14]. View vectors of model views are
represented by direction vectors in unit sphere and they
are nodes of triangular meshes which are used in select-
ing model views. Disparity maps (image correspondences)
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between two connected model images on the meshes are
computed by a stereo matching algorithm for novel view
interpolation. which is explained in section 2.5. Some cor-
ner points are provided mannualiy in ovder 10 help stereo
matching and mitialization of model view.

20 8FM for video: Motion parameters lor video images
are revovered, which ogether with those ol model images
determine iterpolation parameters.

Notice that even though structure recovery in the two
steps are 1o establish 3D geometric relationship between
video camera and virtual object, it does not mean full struc-
ture recovery as 3D reconstruction-projection algorithms.
It 1s used in deterimining interpolation parameters.

3. Initialization. This step locates model coordinate
system into video coordinate system. In other words, the
locations of mode! views being inserted into the video im-
ages are determined. Section 2.4 explains the way to place
the object in video by specifying three locations of model
points in two video images.

4. Image interpolation: This step plays the same role
as ray-tracing in computer graphics. Given motion param-
eters of n-th video frame, we select three reference views,
interpolate them to make a new view and overlay it on the
video image. In the interpolation, the precomputed sterco-
matching is utilized. A method to deal with three images
to render a novel view is in section 2.5.

2.1 Camera Model

In this paper we use weak-perspective {(scaled ortho-
graphic) camera model. Image location p* = (u*,v%)T
of a 3D point S at time & is given by the equation:

p* = sF[I|0) R¥ S +tF (1)

where R* is a 3 x 3 rotation matrix, t* a two dimensional
translational vector and s* a scale factor at time k. T is
2 x 2 identity matrix and 0 = (0,0)". When s* = 1 for
all k, it is orthographic camera model. Notice that the third
row 27, a view vector, of R* denotes the viewing direction
of the camera, the optical axis.
2.2 Model Construction

When three views of an object is given, we can make
views of the object at the other view points inside the trian-
gle determined by the optical centers under the condition
that there is no self-occlusion{12, 13]. That is, a triple of
views is a basic unit for image-based view synthesis and
we define a triangular mesh on the unit sphere of viewing
directions. Figure 3-(a) shows an example. Each vector
represents a viewing direction and corresponds to a model

image. Structure and motion paramcters including viewing
vectors are computed using SFM algorithms: the factoriza-
tion method [ 14] under orthographic camera model and the
method ot | 10} under weak-perspective camera model.

(a) b

Figure 3: {(a) Tnangular mesh detined on the unit sphere of
viewing vectors, {b) The locus of viewing vectors on the
unit sphere: 2. corresponds to the first video image

T

2.3 SFM for video images

The peint matches obtained by tracking in video se-
quence are used to compute the camera motion by the
structure from motion algorithm. Notice that the computed
view vectors form a locus on the unit sphere. Figure 3-(b)
depicts an example of the locus.
2.4 Initialization

The location of the model object in video are deter-
mined by specifying 3D geometric relationship:

Pl = S LR RS (S + Ty g ) +47 @)

a.3,3) ) o A
tween the two coordinate systems and p?, is the image lo-

cation of the model structure S in the v-th video image.

Initialization step corresponds to the procedure in
graphics of placing an object in world coordinate system
by specifying translation and rotation components. In our
case two initialization methods are available: 1) locating
three feature points on two video images and 2) specifying
rotation and translation of model coordinate system with
respect to video coordinate system. In the former case
equation (2) allows us to find Rgg”:;rf)’ and ngg‘?“z]} as
soon as a user specifies three locations of features in two
video images. We explain in section 2.4.1 and 2.4.2 how
to specify the three locations. In the latter case transforma-
tion parameters are specified directly while the user looks
at model views overlayed in video images.

After the transformations Rf;”j’;’; and TE‘{;‘%’”"Z’) are de-
termined, we can compute the locus of viewing vectors of
video images on the unit sphere of model views. Figure 4 is

where Rf‘m""l and ng("if%’) denote transformation be-
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an example of the unit sphere of viewing vectors after ini-
tialization. In the example. viewing vectors zl. ...z are
. - B} .
in the ares of the mesh {z! .z .z}

=27} Irom which novel

views for this area are generated.

Figure 4: Left: the locus of viewing vectors from video
images overlayed on the unit sphere of model views after
initialization. Right: two interpolation parameters « and b
are computed using viewing vectors

2.4.1 Initialization by specifying image locations

When we have information from model views that some
feature points are on a plane or some feature points exist
on a rectangular coordinate system, initialization step be-
comes easy. In this section we explain an initialization in
the case that three feature points are on a rectangular co-
ordinate axes. Figure 5-(a) shows three corner points for
initialization and figures 3-(b) and 5-(c) will help us ex-
plain the procedure. Notice that the black strips in 5-(b)
and 5-(c) are only for evaluating the results of our method.
Usually they are not necessary.

1. Draw axis-lines Ly and Ly in two video images, re-
spectively. And specify two image locations p¥! and q),
of two reference points S}, and S, on L,. This step com-
putes translational parameter Tf%”%f %') and decides the di-
rection of an axis of model coordinate system. Choosing a
location p)! in the first image V; gives its epipolar line in
the second image V,. p)2 is the intersection point of the
two lines. As soon as pY? is computed , their 3D coordi-
nates S}, are computed from equation (1). Then, we have
T{¢4Y) = Sy — S}, Notice that 87, is expressed in the
model coordinate system and 81, in the video coordinate
system. In the example of figure 5, the axis-lines L; and
L, are drawn on the basis of the contents of the images,
and two reference points are selected.

2. Compute rotation matrix R' and scale factor s¥ by
computing q¥2. q¥2 is the intersection point of the epipolar
line of ¢ and L. The rotation R’ is the one that lines up
two vectors S2, 8% and 8},S},. The scale s* is given by

2 gl
§¥ = ‘!fss 21 [[1|' Notice that the model object now can just

rotate about the axis 8%S;,. Thus, possible image locations
of the third point 82 are expressed to e an cllipse in video
mages.

3. Finally. choose the image location of 83, on the ¢l-
fipse. Then the last rotation R” is determined, and the ro-
tation in equation (2) is: R(2"5™) = R'R'.

(b) (€)

Figure 5. (a): p, q and r are used in the initialization of
section 2.4.1. Since p, q and r' are on a plane (b) and (¢):
L; and L; arc the axis-lines on which two points p)! and
Q) are selected. On the corresponding epipolar lines Eq
and E», pY2 and g2 is computed.

2.4.2 Initialization using plane information

In the figure 5-(a), p, g and r' are on the bottom plane of
the object. If we have matches of three coplanar points in
the two video images, we can restrict the location of the
model object on the plane defined by the matches using
epipolar geometry and a homography computed using four
coplanar points.

1. Determine the location of p and q in V1. Through the
point-plane procedure[4] (See Appendix), their locations
pY2 and qX? are computed, and then T{$%,, R’ and s
is determined.

2. Find R" using plane homography. Since we have
five coplanar points, three from video and two from the
above step, we can compute a plane homography H, a3 x
3 matrix which transform a plane to another in projective
plane. We know that the possible locus of the third point
is an ellipse C, and Cs, in V4 and Vs, respectively. Two
candidate locations in V, are found to be the intersection
of Cy and the transformed version of Cy by H. Selecting
one of them determines R" and R{%™ = R"R'.
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2.5 View Generation

Making a new view consists of two steps: model selec-
tion and image interpolation. Maodel selection is finding
the mesh that contains the viewing vector of a video image
given. In the example of figure 4, the mesh {z},.2z7,.2% }
provides three reference views for rendering novel views at

video images I! .. T

2.5.1 Model selection

Let {2l ,z2 23 } be a mesh among the reference meshes.
Then, testing whether the mesh contains the view vector z,.
is done by checking signs of the quantities [a;, s, a3]F =
[z} ,22,,25,) ' 2, where [z} ,22 .23 ] is the 3 x 3 matrix
whose columns are three viewing vectors. Thatis, if o; >
0 for all ¢ = 1,2,3 then the view vector z, is inside the
mesh and corresponding novel view is generated from the
three reference views.

2.5.2 View rendering

After model selection, new model views are generated us-
ing the three model images through view interpolation.
Two interpolation parameters ¢ and b are computed first,
and then new views of the model object are synthesized.
Figure 4 shows two interpolation parameters a and b which
are two scalar values that satisfy the equation:

(az}, + (1 —a)z2)b+ (1 — b)z?

k — m
“ Z flaah+ (- a2 )bt (1 _bzg] O

In order to compute a and b, y = e(z}, x z2,) x (2% x 23)

is first computed, where € is a sign so that y -z, is positive.
Then, we have

1—v.2% 1— A 3
=¥ P and p= ot Tm ()
12!, 22 1-y-2z3,

Rendering a new view ZF divides into two stages:

{. Making an intermediate view I, using two model
views I}, and Z2,. The interpolation parameter for
this stage is a.

2. Rendering final view Z¥ using the intermediate view
7' and the rest model view ZZ,. Now, b is the inter-
polation parameter.

At each stage, we use the view interpolation method pro-
posed in [12, 13] so as to generate physically-valid in-
between views. Namely, given two reference images Z*
and 72 and the parameter A:

1. Rectification: two reference images are rotated and
scaled so that corresponding epipolar lines of rectified
images 7; and T, are parallel.

2. Interpolation: linear interpolation of locations and in-
tensities yields a rectified novel view I":

p = Ap'+(1-A)p (5)
'(p') APy + (1= X 3(p*y (6)

il

3. De-rectification: the rectified view 7' is de-rectified
to produce a physically-valid in-between view Z'.

Since the rectification gives parallel scan-lines, correspon-
dences are found between uniform intervals in conjugate
scan-lines in the two reference images.

3 Experiments

We implemented the proposed method and tested it on
real-video images. A total of 26 model views were ob-
tained so that the interior angles of any two neighboring
view vectors were about 15 to 30 degrees. This may seem
to be a large number of views. However, there is a trade-
off between the number of views and the quality of syn-
thesized view. Using largely separated model views, it is
difficult to have a novel view of good quality. Figure 6
shows on the first column some video images in which the
black lines on the plane are to evaluate our method qual-
itatively. Second column is the augmented video images.
‘Movie 1’ is the corresponding video clip. Notice that the
synthesized model views follow the motion of video and
the model object keeps its pose during the motion.

We have found four major defects in the augmented
video images. They are 1) misalignment between model
and video, 2) smoothiag in view generation 3) black bor-
ders by mmperfect segmentation and 4} trembling effects
of inserted object in movie. At the initialization step of
2.4, we tried to align two bottom edges of the model ob-
ject with the inside edges of the black lines of the video.
However, some discrepancies have occurred as shown in
figure 8 by solid lines. Errors in structure recovery and
perspectiveness in the real images could be the source of
the discrepancies. for view synthesis, model views should
be as close as possible. he rotation Because the interpola-
tion itself is a smoothing procedure and the resolution of
reference views is not highe rotation smoothed as one can
see. In addition, two-stage interpolation makes the result
worse. Black borders are due to imperfect extraction of
the model object from reference images, which is shown
in figure 8 by dotted lines. Finally, when the video images
are seen continuously, the overlayed part shows a motion
like non-rigid body, which requires filtering of parameters
from SFM and more appropriate image systhesis method,

Figure 7 shows another example of video augmentation,
in which only 3 model views are used to get the novel views
among 17 model views.
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Figure 6: Left: video images, right: augmented version of
the left

4 Conclusion

We proposed a method to augment a video using image-
based rendering. Motion from video images computed us-
ing SFM algorithm and structure information from refer-
ence images are used to determine interpolation parame-
ters. The locations of model objects are specified in two
video images using epipolar geometry and structure infor-
mation recovered. This plays the same role as locating a
model object in camera coordinate system in 3D graphics.
According to the interpolation parameters, novel views are
generated and overlayed on video images using view in-
terpolation technique. In order to make a novel view at
arbitrary camera position, three model views are selected
using the relation of view vectors and two stage interpola-
tion method is applied.

In the experiments, real images are used for both refer-
ence images and video images. Novel views overlayed on
video images are looked as if the model object was on the
place. Four main problems which require more study are:

Figure 7: Another result of video augmentation.

Figure 8: Magnified view of the results. Some discrep-
ancies in matching the edge lines are shown (box of solid
line). Parts of model object is imperfectly extracted from
reference images as shown by the black borders (box of
dotted line).

o trembling effects in continuous movie.
s smoothing effect due to interpolation,

¢ pose misalignment due to errors in SFM and feature
tracking,

+ and black borders by incomplete image segmentation.

In addition, a fast interpolation algorithm is required on
account of the fact that we have to do scan-line matching
which takes a lot of computation time at the second stage
of view rendering although we have reference images and
know scan-line correspondences between any two images
of a mesh. One solution is to find full pointwise correspon-
dences and use the algebraic function of {16} like the work
of [1].

In spite of these defects, we think that there is some
promise that this study can be used practically to insert a
real object into real video without making a 3D model of
the object. Now we are developing a method to augment a
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video by image-based rendering under perspective camera
model using the warping function of [1].

Appendix
m -7
© / b _,//%m’
'Y K4 P 1
X
¢
c, 1

Figure 9: Point-plane procedure determines the image m’
of m which is on the plane defined by the three points.

Assume that we know the epipolar geometry between
two views V) and V. Let {cy1,€2,¢3} and {c},ch,c}}
are coplanar and not colinear matching points in ¥; and
V2, respectively. If m is a point on the plane in Vy, The
point-plane procedure constructs m’, its correspondence,
in V,[4]. First, the intersection point x of the line ¢;¢;
and cam in Vy is computed. Then, x' is the intersection
of ¢{c) and 1], the epipolar line of x in V. Now we can
draw the line c3x’. Finally, m' is the intersection of ¢fx’
and 1, , the epipolar line of m in Vs,
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