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Abstract

Despite the importance of segmentation to a variety of software applications, almost noth-
ing is known about the characteristics or distribution of ambiguous partitions (eg. to_pend
vs. top_end) in Thai text. By using special-purpose code to investigate a large (~400K
word) text corpus, we were able to extract 36,267 such sequences, involving 9,253 distinct
examples. Of these, a little more than two-fifths involved genuinely ambiguous partitions.
We classify partitioning problems into distinct categories, report on many of their statisti-
cal and lexical characteristics, and describe heuristics for choosing the correct partition
that do not depend on the availability of a large segmented corpus.

1. Introduction

Thai writing docs not use spaces to segment text into words. While open text contains
many obvious separation points (bigdog vs. big_dog), and a smaller group of qucstion-
able bind points that arc usually permissible either way (toolbox vs. tool_box), there 1s
inevitably a residue of ambiguous partition points (to_pend vs. top_end) for which
computer segmentation 1s essentially random. This causes difficulty for many software
applications: linc-breaking, spell-checking, machine-assisted translation, text-to-speech,
optical character recognition, full-text indexing, corpus-based dictionaries, etc.

Yet despite the importance of segmentation, little 1s known about the characteristics
of ambiguous partitions in Thai, or its orthographic cousins Khmer, Lao, and Burmese.
Work has been slow and progress poor due to a lack of formal, concrete analysis. We
know the problemm’s gross charactenistics, and the general direction of solutions, but
there are few theories to guide the way or allow comparison of research results.

This paper describes experiments carricd out on a 2 megabyte (roughly 400,000
word) Thai corpus. We collected nearly ten thousand distinct alternative segmentations
of at least two words in length. Of these, a little more than two-fifths involved genuinely
ambiguous partitions. We classify partitioning problems into distinct categories, report
on statistical and lexical characteristics of ambiguous partitions, and describe heuristics
for disambiguating that do not depend on the availability of a large segmented corpus.

Our results make several contributions to understanding Thai text segmentation.
First, we categorize breakpoints in a way that distinguishes between choices that are and
are not semantically significant, and show how to collect them automatically and consis-
tently. Second, we find that ambiguous instances are fairly rare (roughly 5% of word
break opportunitics), and have a pronounced Zipfian distribution — a relatively small
number of circumstances produce a great deal of ambiguity; and show ways of collect-
ing low-frequency items that exhibit the same behavior. Third, we find that contrary to
the canonical examples, resolving ambiguity does not usually depend on knowing or un-
derstanding the context it occurs . Finally, we suggest new methods — stop nodes, go
collocates, and analysis of hidden ‘swing strings’ — to aid in automated disambiguation.

2. Prior Work

There is extensive literature on text segmentation for Asian languages; those for Chinese
are typical (Wu 1993, Chiang 1992, Chang 1993). Approaches to segmenting Thai text
are surveyed in (Vonvgipanond 1993, Somlertlamvanich 1993, Wuwongse 1993). In
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general, dictionary-based maximal matching is followed; the segmentation that contains
the fewest words is selected as correct. See (Haas 1942, 1946, 1964, Noss 1964, Luk-
sanceyanawin 1984, Vongvipanond 1992) for discussion of underlying linguistic issues.
While Chinese and other languages continue to make incremental improvements (eg.
Maosong 1995), the literature on more advanced approaches in segmenting Thai is
nearly non-existent; a notable exception describes a Viterbi-based approach to using
statistical information derived from grammatical tags (Pornprasertsakun 1994), but even
with restricted input grammar, results were poor. More recently (Kawtrakul 1995,
1996) combines various statistical and grammar-based methods; these tend to depend on
a training corpus, and report testing only on a relatively small (~200 sentences) dataset.
Aside from frequent citation of canonical examples of ambiguous partitions, we
could find no English or Thai-language literature that specifically addressed the parti-
tioning problem, or attempted to classify different kinds of ambiguity in any way.
Moreover, the large text corpora necded for more sophisticated approaches to the prob-
lem are not available; cven the text corpus we used is relatively small, and contains a
considerable amount of highly spccialized text (eg. government documents, textbooks).

3. Methodology

Our 2 megabyte test sample consisted of 42 sclections of hand-segmented, grammati-
cally tagged Thai text (LINKS). The original text was split into some 415,844 words
over 53,242 lines, leaving 362,602 potential error points. We removed spaces and tags,
then replaced English text, numbers, and punctuation (unambiguous breakpoints) with
newlines. A dictionary-based method resegmented the text, generating all possible parse
trees in the process. We intentionally used a very large word list — over 70,000 entries,
including all words from the text sample — to maximize opportunities for ambiguous
partitions, and to ensure that every sentence would be segmentable.

Finally, special-purpose software selected outcomes that involved alternative parti-
tions at least two words long. Given the string topend, we would select top_end /
to_pend as an ambiguous partition. However, given toolbox, we would not choose
toolbox / tool box as alternatives. With a few notable exceptions (ﬁ%‘_a nam dii =
good water vs. 1WA namdii = bile), these are not open to ambiguous interpretation un-
less the context is at least three words long (which gives the central word the opportunity
of binding either left, right, or not at all). Moreover, the exocentric exceptions should be
found in any ordinary dictionary, while very, very large numbers of unambiguous com-
pounds are an inescapable artifact of any large corpus-based word list.

This procedure described above produced some 36,267 candidate sequences, of
which 9,253 were distinct (available on-line, along with most of the derived data dis-

Class Type Ambiguous Example

Lexical Partition yes MANTT = 30 AN | 2 e N

Contextual | Partition yes anuaudu = =anus 1 | anu sulu

Contextual | Bind mavbe 'l'N'D]Gl = 'I'N)]ﬂ %1 WA (good talker or the artisan said)
Two-way Bind no fozfee = fiar Aea | A avdeq

One-way Bind no nindiu = wind + By

Table 1 Kinds of segmentation decisions. Usually, the go/no go choice Can a newline be in-
serted here? is applied in strictly local terms to guide classification; it changes the local
meaning of partitions, but not that of binds. Contextual binds, in contrast, are only potentially
ambiguous when considered in a larger context; eg. for translation. Because they have both
meanings when written either way, it is not clear that these are segmentation decisions at all.
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cussed here, at the Southeast Asian Language Data Archives, http://seasrc.th.
net/sealda). We investigated three groups in detail: the most frequent 5%, 5% selected
at random from the remainder, and 5% taken at random from single-appearance entries.

4. Categorizing Segmentation Decisions

Our first concern was to distinguish between segmentation points that affected subse-
quent applications of the text, and those that did not. We derived two basic classes from
the data: partitions that did affect sentence semantics, and binds, which did not.

Alternative partitions ivolve two distinct sequences of words or compounds. They
fall into two roughly equal classes: /lexical partitions involving isolated letters, and
contextual partitions involving full words or affixes. Excepting intentional pun-like
constructions, proper partitions (in context) can always be chosen correctly and consis-
tently. Binds, in contrast, tend to involve alternative ways of considering scrial con-
structions. While the meaning of binds is not ambiguous, 1t 1s difficult to label segmen-
tation decisions as correct or not because the aiternatives do not affect semantics.

Our basic test for class membership was whether inserting a newline affected local
semantics. We intentionally 1gnored a transitional class of contextually ambiguous
binds, in which an affix binds to its neighbor, but still permits a newline to be nserted.
We ignore these in the present analyvsis because they are essentially “phantom’ segmen-
tations whose cxistence depends on the needs of subsequent applications. In summary:

~— Lexically amhiguous partitions break on sub-word boundaries, and yield altemative
sequences of entirely different words.

NN = WD A | 2 pn N
more than = more+than | *come hug (says) that

— Contextually ambiguous partitions break on word or affix boundaries. They typi-
cally involve affixes that can bind either left or right, or exocentric compounds.

o [ 3 < k3 [~1
anuduiu = *anudr fu | anu aufu
need (n) = *memory+ito be | nominalizer + must

— Two-way binds occur when a central affix binds to either its left or nght neighbor
without significantly affecting the meaning of the phrase, eg:

a v - v - v
NATABY = NVT MDY | N LA
which will have to = which will+must | which+will have to

— One-way binds, which were not produced by our selection method, but were inferred
from the data, are typically endocentric comeound constructions whosc meaning is
casily derived from their constituents; eg. M4 k"am s3on, or overlapping words;
terms that have similar meanings but different origins or cuphonic sounds:

Most fre- Random 5% 5% (from Actual, Estimated
quent 5% (excluding singles) top 5% in text
most frequent)
Sample size 460 460 460
Lexical 95 =21% 115=25% 113 =24 5% 4,335 2.5%
Contextual 95 =21% 97 =21% 97=21% 4,667 2.5%

Table 2. Distribution of ambiguous partitions. The top 5% of the sample accounts for just
over half of the actual appearances in the corpus; we estimate frequency in the corpus by
doubling the actual counts, then dividing by the number of decision points (~363K).
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ninddu = nind + du
wealth = wealth (Pali/Sanskrit)+wealth (Thai)

— Contextually ambiguous binds were also inferred. For example, verbs like 14 (go)
and 41 (come) have common meanings, but are also used as auxiliaries that indicate
the manner, duration, intensity, tense, etc. of other verbs. However, in writing and
in most applications, a necwline may be inserted between each word without chang-
ing sentence semantics, or losing the information required to bind them correctly if a
later application (like translation) requires it:

fu 1 udr = Auldudy | A Tdudn
eat+go+already = ate it all up | ate, and then lefi

Assigning terms to specific categories was not overly difficult.  Only three of the
lexically ambiguous terms were not casily classed, ie. it was not obvious whether a term
was a new word or an exocentric compound. In 36 cascs that appeared to be contextu-
ally ambiguous, 1t was not entirely clear whether a phrase involved true contextual am-
biguity or mercly two-way binding. Nevertheless, in almost all cases 1t is possible to
avoid inscrting a space or line-break mcorrectly. These are somewhat subtle points, eg:
N13A15 ANBY means the way of doing + education, while 114 PISANEY means rhe way
+ of educating; the latter altemative 1s more gencrally correct in writing.

5. Discussion
Distribution The 36,267 candidate sequences demonstrated a strongly Zipfian dis-
tribution: 85 distinct forms (<1%) accounted for 25% of the candidates, 50% of the
appearances were accounted for by just under 5% of the distinet forms, and well over
half of the distinct forms appeared just once cach. Actual counts of the partition types
are summarized i table 2; figure 3 gives an idea of the implications of the numbers.

Situations in which incorrect partitioning changed the meaning of the sentence were
far less common than generally thought. Estimates based on the pereentage of forms in
the three groups we investigated in detail, and on projection of the actual counts of the
most frequent forms. both indicate that lexically and contextually ambiguous partitions
probably account for about 5% (£ 2.5%) of the total space inscrtions.

The small number of truly ambiguous partitions indicates that performance of scg-
mentation algorithms must be measured in 1solation, focusing specifically on their ability
to resolve semantically significant partitions. Minor differences in counting cven insig-

1000 1
0.8
100 — = «— Number of appearances 0.6

Cumulative % of total
0.4
10
— Ve 0.2
b - =
1 N e e e e e 0

1 400 800 1200 1600 2000 2400 2800 3200 3600 4000 4400 4800 5200 5600 6000 6400 6300 7200 7600 8000 8400 8800 9200

Figure 3 A relatively small number of distinct candidates account for a large number of
potentially ambiguous partitions. The most frequent candidate appears 365 times; the top 452
account for half of the total in the text, and about 5,500 appecar just once. This strongly
Zipfian distribution 1mplies that while it is impossible to anticipate all ambiguous partitions,
dealing with the most common is a worthwhile investment of time.
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nificant one-way binds can overwhelm count statistics; a major improvement in dealing
with true ambiguity may be masked by trivial differences in reporting methods. See
(Sproat 1994, Wu 1994, Cooper 1996) for more on the reporting problem.

Their distribution also implies that, contrary to the usual analytical and statistical ap-
proaches, brute-forcc methods can give good results. In this case, Zipf's law makes sta-
tistics work for us: dealing with a fraction of forms solves a majority of potential errors.
Moreover, given the lack of context dependency (see below) required for disambigua-
tion, we are able to gather precisely the data we need — ambiguous partitions — from
unscgmented text, and need not depend on scgmented corpora.

One cautionary note tnvolves the very large dictionary we used to spot potential am-
biguity. While detection of lexically ambiguous partitions does not appear to be signifi-
cantly affected by the addition of lexical phrases and compounds to the scgmentation
word list, arguments can be made that contextually ambiguous partitions are both over-
and under-rcported; we continue to investigate.

Context Dependency in Disambiguation Our next concern was finding the degree to
which correct resolution of ambiguous partitions depends on context. If recognizing the
right partition is not context sensitive, then a) partitions can be decided wholesale, and
b) correct outcomes can be saved for future reuse.

In general, this was the case. As noted above, we examined some 15% of the sample
term-by-term. Of 323 lexically ambiguous partitions, all could be disambiguated cor-
rectly without reference to the surrounding text; in 9 cases neither alternative was night.

Of the contextually ambiguous partitions, less than 20% (51 items) could not be dis-
ambiguated 1n 1solation. Frequently, one phrase appeared in various combinations; eg.

Type | Forms | Correct Partition | Incorrect Partition Mecaning
L 365 [ ms uSms 11905 M9 service vs. blackbird fight divide
C 362 | M Hnsusu MSHN BY 53 training vs. baked umbrella
C 339 { s i M3 I conducting vs. diving hill
I 261 | NN more than vs. come b bird suys
C 214 | maiAsygin NS ugha cconomic direction vs. nonsense
L 218 | ms wamanlas msilauu il 0g changing vs. changing flat down
C 188 1 ma aanu N1 N investing vs. go down capital
C 186 [ ms Wanntisvms MW N 51 M3 | development vs. develop servant ...
C 176 | v mihi i oflicer vs. boss fuce at
C 170 { anm fndu ANy need Vs, memory is
C 164 | #2 dutiums #1601 1t s conductor vs, black body hill task
L 159 [ m3 asu 150 14 constructing vs. b 'bird tuste neglect
C? 136 | nis dams M0 M5 management vs. set up lask
L 132} ms nsgim M3n sz N doing vs. case scrape to do
C 1251 M9 d%m]‘gq M35y ﬂi_l improving vs. changing (o season
L 122 | mis oz 0130 5T replacing (frag) vs. case sweep
1 107 | 1nd wau i U certainly vs. solid not
L 96 | M9 asu N ST BU teaching vs. b 'bird taste not
L 89 { Yau nf WA un @ attitude vs. ten seven blame
L 86 | ms daaSu M1 34 supporting vs. sending diverge edge

Table 4 L(exical) and C(contextual) ambiguity. Assignment of categorics posed little difficulty,
and the correct partition could almost always be sclected without reference to the underlying
text. Despite their frequency, not all of these examples are common in ordinary text; the first
three terms (service, training, conducting) obviously reflect specialized subject matter.
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$1+18u with various affixes. It is possible the most likely partition actually occurs in all
cases; but we did not cross-check the original text in this study. It is also worth noting
that contextually ambiguous partitions are less critical for some common segmenting
applications (eg. text-to-speech, indexing) in which a word-by-word split is satisfactory.

Maximal Matching This strategy is bascd on the premise that the segmentation that
produces the fewest words is probably correct. In our three test scts, maximal matching
was always correct when it could be applied; ic. when the alternatives had different
numbers of words (sce table 5). This was generally the case with lexically ambiguous
partitions (about 90% were asymmetrical), but far less so with contextually ambiguous
partitions (just over half were asymmetrical).  Intuitively, this makes scnse, because
contextually ambiguous partitions frequently wnvolve the left-nght binding of a single
word: hence, both sides have the same number of words.

Stop Nedes and Go Collocates We hvpothesized that we would find a class of words
that appeared frequently within trnial segmentations, but would never (or almost ncver)
be correct. This s based on an anaivsts of letters and words whosce orthographic charac-
teristics make theni exceptionally prone to causing ambiguous partitions,

For example. 0 the third most frequent consonant n typrcal Thay text, 1s by far the
most common first leiter in dictionary cutries {(partly because 1t is one of the fow letters
that start consonant clusters)  Because it s one of eight “regular” final consonants, 1t is
a common final letter - A tvpical dictionary word list (18,151 entrics) contained 2.064
words begmning with 0 (11 4%;) and 1,194 words cading with 0 (6.6%).

Thus. words that end or begin wath 9 bave a lugh affimty for joung their neighbors
to produce lextcally ambiguous partitions (eg. i symmetrical examples of types | and 2
below, we found 70 different forms accounting for 453 actual entries). For example. the
first case below mvolves only common words; the second and third relv on words (U8
and nN) that are progressively less so —— 1 fact. they never occur in the text at all.

AN = N | 2w AN (many) « (says) that | *come+(more) than
vendl =uan I | *u8 AN says that | *madcap+(more) than
WA =10 AN | A A N many + more than | *come +cuddle + (says) that

By comparing the 7,420 distinct words that appeared among all trial partitions to the
actual hand-segmented word list, we were able to identify a set of stop nodes that in-
variably flagged the wrong partition for our data set. Figure 6 shows the most frequent

of the 2,383 terms that did appear within trial partitions, but which were never found in
the onginal text  Overall, these terms fell into three classes:

Maximal matching . .. Sample Fails Succeeds Inapplicable
Lexically ambiguous partitions 323 0 292 31 (10%)
Contextually ambiguous partitions 289 0 162 127 (449%)
Includes both binds and two-wav partitions Forms (9,253) Total (36,267)
Symmetrical (M0 ansm nan) 5.138 (55%) 23.239 (64%)
Asymmetrical (30 831/ 90 ) 4115 (45% 13.028 (36%)

Table 5 Maximal matching can only be applied if the trial partitions are asymmetrical. In the
sample we inspected term-by-term, 1t always worked when applicable. However, nearly half of
the contextually ambiguous partitions could not be dealt with this way, and a clear majority of
potential partitions in the actual text were symmetrical as well. We suspect that to some ex-
tent, this may be an artifact of the very large dictionary we used to gencrate candidates.
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— Artifacts and combining forms. These terms are in the dictionary, but essentially
never appear as standalone words, eg. 319 is defined as ‘King’ but is invariably
used to mean ‘royal’ in combining forms.

— Obsolete and learned words. Often scldom-used historical terms, eg. 84, ‘prince.’

— Ordinary words. Everyday words that simply happened to be absent from our
sample, eg. 97, ‘tusk.’

The first and sccond groups suggest a new approach to building dictionaries for seg-
mentation: mark such words as “present,” but do not allow them fo be produced as the
result of ambiguous partitions. In other aords. aiiow the terms to be recognized as ac-
wal words, which of course they are. but reject ihom whenever they appear as one aiter-
53, 101 stop words
wr work . because we anticipate that’any

them. ever st they are correct. Table

cative of an ambyguons sartiticn. they are stop neg

The third group boids great wleresy for turt

appest m the toxt sample

reguire o vrolibatvely darpe

hose mclude propoes:-
vorbs, and for ad-

o

as Tun

skelv re be correct

Word

M.stnning ¢ Forms 1 Total i Meaning Total | Forms
SCrape j ; 243 ¥ roval (prefs %73 223
§Tovag {;m A (I 278 e loams 363 202
! replace (rel ‘ 20809 T serape 943 244
siart sl s oid dented w71 iwl
oy B T e
Lt hill H 14 742 EN pruce 386 PGl
At bake ! %9 586 NS replace (prefy 809 152
i prince HER) 586 3 stirt 745 138
5 servint i 37 379 us rhino horn 224 30
s to aflix HECIEES a sk 4671 124
#19iy doing ol 522 WY fingernail 458 116
N5Aa setting up 34 516 By bake 686 89
msauliu | conducting 67 515 N servant 579 87
n tusk 124 467 M9 setting up 516 84
uy {fingernatl 16 458 0 greedy 438 82
M6 diving 25 440 ue compliment 135 68
i cuddle 51 439 Masuiiy conducting 515 67
n greedy 82 438 09 ann (roval) 222 60
e black body 27 328 M5 doing 522 60
mIn giving 56 322 "N to speak 152 58
Ul dented 181 307 1L a clump 138 56

Table 6 Frequent trial partitions that do not appear in the text, by total (left) and by number of
forms (right). Many, but nct all, of these terms a/ways mark an incorrect partition. They can be
thought of as stop nodes that can be listed in the dictionary as ‘present,’ but should not be chosen
when they appear as one alteznative of an ambiguous partition.
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Hidden Terms One of the more powerful tools in our arsenal is the ability to focus at-
tention on the ambiguous partitions that appear most frequently. We considered the
possibility that some common contextually ambiguous partitions might be ‘hidden’ by
being embedded within longer strings. As a result, they might not be noticed as being
exceptionally frequent, or general rules for resolving them might not be applied.

For example, #1, which means know or remember as a standalonc term, appears in
every possible altermative: it may be prefixed or suffixed, show up in endocentric or
exocentric compounds, or simply appear coincidentally in the middle of another word.

We found candidates in this class bv writing code that sclected only symmetric pat-
terns of the following form, restricting the interior string to 2-15 characters:

stringl+stringl string3 | string{ string2+string3

Our data set contained a total of 4,806 patterns of this form, representing 21,833
actual entries. The central “swing string” consisted of 807 distinct terms; of these, 707
were ordinary words. 94 were compounds that did not appear n a basic dictionary word
list, 4 were transcribed foreign words. and 2 were fragments

ar Limt vt s o \eaege . . . . RS TN . S A
VO ateTeat LI Cooho ey oy sy vondar the

P NS0 Tl Bt Ll baadag sRPHISS G VOGS IS HAOE Gi¢ Bone IOXI-dependent o

which are essentially artifacts of the large dicnionary we used for partitioning,
Our analvsis of thrs data s stil underway. Nevertheless, we can sce i table 9 that o
particuiar phenomenon s respottable for puany of e contextually ambiguous partitions

Term | Meaning Forms ! Totat I Reat i { Term | Meaning i Forms | Total} Real
2 hlackbird 000 500 L 1 m Pl ; 3z S
34 1o smoky 135 ; N2 L dung. ortpan L 23 o3 I
tie T 2 s Coinar dvard 13 55,
N5 Cin . 20 ' : ) | ¢If bout, pianc 138 4(»1

52 i o SR L santere. . 2 31

A , N N AL ' (:..ivzmu, L Wora M B :
; S e ) [ ¢ ! Pt i ! oy

Tw e {23 298t 2 Twk joras T 2

ne strength 211 233 ! WY 10 0N 12 1S i
AT fmeter 57 I3 2 n app N two vards 11 14 1
A belfow 56 100) 3 9 emphasts part 19 32 2
¥ ten 34 152 : nss structure 76 227 L
a) content 49 139 i ne rilse up 1% 35 P
INA toreign 25 123 i 3 hold n inouth 18 42 2
Su edge 20 120 2 WU Jto 9 161 1
81 uncle 51 HIGEE an steal 9 IR
M to deviate 47f o 1 f blame 35 711 4
Tuwii | about 10 miles 21 9% ] as protect 17 30 2
A1 black 44 9| 3 2 pattern 17 651 2
RPN grope in water 25 Y4 1 T grease 16 100 2

Table 7 Relatively rare words that arc common as trial partitions. We think that 1t is very likely
that they have predictable collocates (classificrs, auxiliary verbs) that can be found in dictionary
entrics, and hence do not require large text corpora.
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— the intersection of two or more of the high-frequency terms in a single phrase, for
example, AN, §1, and 14, In effect, all the potential alignments of bindings seem to
occur — the 22 examples consist of only 25 words.

While all of these terms have very high individual and collocational frequencies, we
would argue that some of the lexical phrases are more tightly bound than others. In fu-
ture work, we investigate whether we can define transitive orderings that can be applied
to novel circumstances. For example, we list these in order of increasing likelihood:

1 - AN - ANNH1 o5 e - N o sudlu - dszh

6. Conclusions and Further Work

In recent years work on segmentation for Thai has focused on analytical methods involv-
ing statistical and grammatical analysis of large, segmented text corpora. But while this
may hold promise for the long run, at present we have neither the text corpus, nor the
grammatical understanding of Thai, nor sufficient understanding of the segmentation
problem itself to make objectively measureable progress.

The analysis presented here argues that segmentation has distinct and separable as-
pects, and that both performance and our ability to measure performance can be im-
proved by focusing on specific aspects of the problem. In particular, we find that am-
biguous partitions — which we feel are the most critical, because they affect the text’s
meaning — can be isolated and attacked independently, using methods that do not de-
pend on having large text corpora at our disposal.

This paper has been primarily descriptive. We look forward to working with differ-
ent dictionaries and texts to test both our analysis, and the new methods we propose.

Ordered by # of forms Ordered by actual counts Ordered by actual/forms
Term Forms Actual Tenn Forms Actual Term Forms | Actual | Ratio
M9 1011 2871 ms 1011 2871 13 1 214 214.0
W 142 569 | |u 121 593| | A 1 124 | 124.0
[E) 131 501 |+ 142 569 [ 4 475| 118.7
1 121 593 | 131 501 | dwiiu 3 3111 103.6
A2 102 3271 1as 46 480| {eu ] 81 81.0
k01 90 3011 L 4 475 [ wn ! 74| 74.0
a 75 424 | 45 4657 | s 2 146 | 73.0
k1 69 197} {awu 75 4241 | st 1 64| 64.0
m 68 3541 | 62 423| [ naaa ] 41| 410
N 64 2104 [ 20 R4 | | UFTR 61 244] 407
W 62 423 | | ma 68 354 [ 3 120 40.0
HWa 51 154 CRR 102 327 o 3 117] 39.0
m 48 150 | | dwtiu 3 31| [ 2 77| 385
I 46 480 [ 90 301] [#e 1 38] 380
W 45 465 {9 15 244 {dszwa 2 741 37.0
i 37 61| {dijva 6 244 fwu 2 721 36.0
b 36 150 | | wih 19 2431 [wnla 2 71| 355
fa 32 102 faa 17 238 [uan 1 35l 350
mn 30 104] | vims 7 220 | dndu ] 33 330
ne 29 60| | s ] 214| | 4 131 327

Table 8 The "swing strings’ of symmetrical alternatives. Ordering by forms highlights af-
fixes; ordering by counts reflects the subject matter. The count/form ratio is very text-
dependent; it suggests where to look for context-independent ambiguity.
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Term | Correct Incorrect Term Correct Incorrect

1| $  |anu i | enud da $1 $o1 W22 {01l 22

1] &1 |anudde [awii o | 3916 Uszin Y Yaz il

11 $ [ anu dudn [anusr iy | 5o Yzt o sz oo

1] f [ §1ue [ anudr wa 6] M gn 10 gnin e

1 &1 |gn ol g 93 1| dy Ve $ivanuy Vaiia anm

1| $1 [vesi wdn | viea dimdd 1| swnu VI Wil ? v $uniie?

1 & fdsean W [ dse W 44 | S 0y Ay U I

1] @ [used dee | sz e 2 Sy Liavinawdn van? | siuwidinuan 2

1] & |dssir i s suidu 1] duidu Tap sudludeq Tausudu das
121 $1 | anus wdn | anw damdn | 4] suilu anusuilu oz A1 suiluse
170 s Janw svily fanud iy | 6] duilu anuiudu dse a1 sududse

Table 9 Extracting and ordering the hidden ‘swing strings’ is invaluable for understanding
low-probability cascs that have similar characteristics, but are not identical. For example,
15281 is always the correct partition; it appears in five different forms. Note that all of these
are symmetrical, so maximal matching cannot be applied.
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