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Abstract Physical systems are generally continuous-time in nature. However as the data measured
from these systems is generally in the form of discrete samples, and most modern signal processing is
performed in the discrete-time domain, discrete-time models are employed. This paper describes methods
for estimating the coefficients of continuous-time system within a closed loop control system. The method
employs a recursive estimation algorithm to identify the coefficients of a discrete-time bilinear-operator
model. The coefficients of the discrete-time bilinear-operator model closely approximate those of the
corresponding continuous-time Laplace transform transfer funtion.
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1 Introduction

In recent years, a great deal of attention has been
given to the parameter estimation of closed-loop sys-
tem.

In this paper, a method for identifying continuous
time systems operating within a closed control loop is
discussed. The difficulty of the estimation problem de-
pends on whether the controller is digital or analogue.
Generally, most identification methods for closed-loop
systems assumne a digital controller because the identi-
fication problem is simplified when a sampler is con-
tained. In the paper we consider the identification
of continuous time systems operating in a closed-loop
with an analogue controller. Since identification tech-
niques of usual discrete-time systems have been dis-
cussed and applied widely, it is a good idea to ob-
tain an approximated discrete-time estimation model
with the continuous system parameter. Then we can
estimate the continuous system parameters applying
the existing recursive identification techniques such as
the least squares(LS), instrumental variable(IV) meth-
ods for usual discrete-time systems. The discrete-time
model approximation is based on the bilinear transfor-
mation. Some advantages of the bilinear-operator re-
cursive estimation method in this application are that
it allows the coefficients of the transfer function to be
estimated quickly and accurately directly from the sam-
pled input-output signals.
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2 Problem statement

We consider a closed loop system, as shown in Fig.

Vi(s)

R(s) U(s) X(s) , 4t Y (s)

K(s)

Figure 1: Continuous-time system within a closed-loop

where G(s) and K (s) are the controlled object and con-
troller respectively. Our objective here is to identify the
unknown parameter of G(s) from the estimate of U(s)
and Y (s). The transfer function G(s) is given by
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G(s) = (D)

The relationship between the input and output signals
are represented in the time domain as

A(p)z(t) = B(p)u(t) (2)
where A(p) and B(p) are polynomials in the differential
operator p.
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To avoid direct differentiation of the system input-
output signals, a digital filter H(p) is introduced:

A(p)H (p)z(t) = B(p)H (p)u(t) (3)

Eqn.(3) can be transformed by the bilinear transforma-
tion as

A(w)H (w)zk = B(w)H (w)ug (4)
where wug, T are respectively the sampled input and
output signals at time t = kT (T is the sampling pe-
riod), A(w) and B{w) are bilinear-operator polynomials
given by

Alw) =w™ + an W™ V4wt ag (5)

B(w) = bpw™ + by qw™ 4+ byw+ by (6)

and w is bilinear operator (6]

where ¢ is forward-shift operator.

3 Estimafion model

In this section, we describe the design of digital filters
and the approximated discrete-time estimation model
of the underlying continuous-time system model.

3.1 F(w) filter approach

Consider the discrete-time bilinear-operator model (4)
A(w)H(w)zy = B(w)H (w)ug,

In order to remove the differentiation effect of the

bilinear-operator on the sampled input-output signals,
a monic filter polynomial F'(w), is defined.

Flw) = w"+ fuow™  + 4 frw+ fo (8)
If the F(w) filter polynomial is selected such that

H(w) = 1/F(w), then, expanding the term A(w)/F(w)
gives

Alw) ., Fw) - A(w)
Flw) F(w)
which from (4) yields
e O
or
boy ne1r oy b ]
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3.2 FIR filter approach
Introduce a low-pass digital filter H(w) as

Hw) = Qe (30+a)

where Qr(q) is the FIR filter:

N-1
QF(Q) = Z QmZ—m (12)
m=0
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and we can rewrite (4) ¢

Define £p;, (k) and €piy (k) as follows
2

o
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Many types of FIR digital filters can be applied. As-

sume that the sampling period is T(wy, < 7/T), we can
represent Q@ as the Fourier expansion:

oC

Z hg(m) e—ImeT (14)

m=—00

Qr(w) =

From the theory of Fourier series we can choose Fourier
coefficients of hg(m) for —-M <m <M

T [T )
hg(m) = ﬂ/an(w)e’m“’wa
T

—osin(mwyT) )
- mT (15)

To reduce the effect of truncation, we apply a window
function. In this paper we use the Hamming window,
given by

w. — 4 054046 cos(mm/M}, im| <M
mo 0, otherwise

(16)

Then we have the windowed transfer function
M
Qplw) = Z ez ™ (e = ha(m)wn) (17)
m=—M

Finally, the FIR digital filter for example of length M
may be employed

2M ,
Qr(g) = Z gmz™™ (gm = cm~M) (18)
m=0
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3.3 1IIR filter approach

There are many design methods for IIR digital filters.
One of the most popular formulations is to digitize tra-
ditional continuous-time or analogue filters such as the
Butterworth filter, Chebyshev filter, etc. In this pa-
per we choose an mth(m > n) order Butterworth filter

Hi(p)

|Hy(Gw)|? = Hi(p)H1(—P)lp=ju
1

T Tr e 1)

where w, is the cut-off frequency. The poles of the filter
satisfies the equation

[+ (_jp//wc)'zm =0

obtained by setting w = p/j = —jp. Only the left half-
plane roots are kept. Therefore the Butterworth filter
is described to be

Hi(p) = H ] (20)

For example, a second-order Butterworth filter is given

by
1

(p/we)? + \/i(p/“-’c) + 1

Multiplying both sides of the system (2) by the pre-
designed Hj(p), we have

(21)

Hpa(p) =

Hi(p)p"z(t)+Y_ a;Hr(p)p"~'z(t) = Z biHr(p)p™*u(t)

i=1
(22)
Discretizing by the bilinear transformation yields

Srox(h) + Z ailrig (k) = Zb‘iscliu(l"')
=1 =
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4 Identification algorithm

Eqn.(10) may be presented in a more suitable form for
estimation by the regression equation,

Yp = (j);{@ + error (24)

where the regression and parameter vectors, respec-
tively, are given by,
o7 w*! 1 wn ! 1
: = Yk = Uk A Uk S Uk
g F(w) Fuw) ™ Flw) £ (w)
A . .
0" = [fnfl _(I'n~1:jnf‘2 _(1‘7L*"27”'7_/Q - do.
b1, bnca, oy b()i
The IV vector is given by
7 u/,n~1 1 u/,nw] 1
Z' = —.Ek.'"'7—.'[‘k. —Vkaf'.‘7 -w_uk
k F(w) F(w) F(uw) Flw)

The recursive estimation algorithins can be described
by the following form.

Yk — @r}{()l\:—-l

€ =
—~ -~ P19k
Oy = O+ ""—kﬁl"&’k—T
Ax + Oy Pr10
P = Llp,  BdbiBa] o
/\k ) /\A- + ¢Z’Pkfl¢;\-

The LS method is obtained by setting
YA
Pk = Pk

and the IV method is obtained by setting
il
Pp = 2k

When the digital low-pass filters are designed, we have
the approximated discrete-time estimation models, ei-
ther (13) for the FIR filtering approach or (23} for the
TIR filtering approach. Both can be written in regres-
sion form as

Loy (k) = \I/Z_‘h + error (26)
where the regression and parameter vectors are defined
respectively as

W= (k) Gy (R), E1u(k). - G (K)]
A (a1, @,y Gy by, bey o by
where
Eiy(h)  Erig(K), S (F) = Epin (k) (IR filter)
or
Eiy(k) = &riy(k), Siu(k) = Srin(k) (IR filter)

The 1V vector is constructed to be

7”';1: = {élz(k)e T :énz(l‘j)e Sclu(k): T :gnu,(k)]

The recursive estimation algorithms are given by

s = oy(k) — W hios
-~ -~ Pk—lqli-ek
hi = hp_ —
1k -1+ Nt \Il’}{Pk—l\IIL
1 Pk—l\pgc\pz‘Pk—l
P = —\|P - 27
¥ YR R V7 =N ) 27)
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where A is the forgetting factor and in this paper it is
chosen to be

Ar = (1 —0.01)Ag_; + 0.001, A(0) =0.95
The LS method is obtained by setting

\II;\: = \Ilk
and the 1V method is obtained by setting

\I/i =my

If the F(w) filter polynomial and H (w) filter are related
by

H(w) = 1/F(w),

then both estimation algorithms are mathematically
equivalent. We write

\IIOy (k) - q/{?lk~1

Er =
_ Aw)  Bw)
T F) T Flw) k
_ F(w) — A(w) B(w)
= Yk — F(w) yk_F(w)uk
= ek

Therefore the regression vectors are equal i.e. gb{ = \IJ{
We consider cases when the digital filters are not related
by their reciprocal.

5 Example
We cousider a second-order system described by

4

— K(s)=1
s2+3s+4 ()

G(s) =
where controller K (s) is unit feedback. Simulation ex-
periments are carried out under the following conditions
Input signal:

u(t) = sin(t) + sin(1.5t) + 0.5sin(3¢) + 1.5sin(4.5¢)
+0.3sin(5t) + 0.2sin(7t) + 2.5sin(7.5t) + 5.0sin(10.5t)

The effects of the filter characteristics on the results of
the LS method are investigated with sampling period
T = 0.04 and a N/S ratio of 20%; 2500 samples are
taken, and the RLS estimates are shown in Table 1 and
Table 2 for the RIV estimation.

Table 1: LS estimates

a, as b, by
(3.0) | (4.0) | (0.0) (4.0)
FIR Jilter | 2.9725 | 4.0620 | 0.0147 | -0.0102
TIR Jfilter | 3.2051 | 3.8620 | 0.0161 | -0.0118
Flw) filter | 2.8147 | 3.7293 | 0.0136 | 0.1294
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Table 2: IV estimates

i a2 by b
3.0) | (4.0) | (0.0) | (4.0)
FIR Filier | 2.0887 | 3.8743 | 0.1624 | 0.1602
TTR filter | 3.1172 | 3.7624 [ 0.1438 | 0.1471
F(w)  filler | 2.0131 | 3.8196 | 0.1812 | 0.2921

6 conclusion

In this paper, we consider the identification of
continuous-time systems operating under closed-loop
control with an analogue controller. The estima-
tion technique employs either FIR or IIR digital fil-
ters to avoid direct differentiation of the system input
and output signals. The results of several simulation
showed that the estimation method had difficulty in-
accurately identifying the numerator parameters of the
continuous-time system. It is believed that this is due
to the feedback of output measurement noise to the
system input.
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