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Abstract - Universal Learning Network(U.L.N.), which can model and control the large scale
complicated systems naturally, consists of nonlinearly operated nodes and multi-branches that
may have arbitrary time delays including zero or minus ones. Therefore, U.L.N. can be applied to
many kinds of systems which are difficult to be expressed by ordinary first order difference equations
with one sampling time delay. It has been already reported that learning algorithm of parameter
varibles in U.L.N. by forward and backward propagation is useful for modeling, managing and
controlling of the large scale complicated systems such as industrial plants, economic, social and
life phenomena. But, in the previous learning algorithm of U.L.N., time delays between the nodes
were fixed, in other words, criterion function of U.L.N. was improved by adjusting only parameter
variables. In this paper, a new learning algorithm is proposed, where not only parameter variables
but also time delays between the nodes can be adjusted. Because time delays are integral numbers,
adjustment of time delays can be carried out by a kind of random search procedure which executes
intensified and diversified search in a single framework.
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1. INTRODUCTION

Neural networks have been widely studied in recent
years. By learning algorithms, neural networks can sim-
ulate a certain complicated systems. But, general cur-
rent neural networks are composed of fixed nodes and
branches and can not be equipped with arbitrary time
delays. So it is difficult to apply these kinds of neural
networks to modeling of the large scale complicated sys-
tems. In order to solve this problem, Universal Learn-
ing Network (U.L.N.) has been proposed!*?], Learning
algorithm of Universal Learning Network by forward
and backward propagation is useful for modeling and
controlling large scale complicated systems such as in-
dustrial plants, economic, social and life phenomena.

The basic idea of U.L.N. is that most of the large
scale complicated systems can be modeled by the net-
works which consist of nonlinearly operated nodes and
multi-branches that may have arbitrary time delays in-
cluding zero or minus ones. Therefore, U.L.N. can be
applied to many kinds of systems which are difficult to
be expressed as ordinary first order difference equations
with one sampling time delay.

From an application oriented point of view, an exces-
sive dimensionality of the network implies lengthened
processing and learning times, even though the process-
ing and learning performance is satisfactory.

In this paper, a new learning algorithm is proposed,
where not only parameter variables but also time delays
between the nodes can be adjusted considering both
the performance and dimensionality of the U.L.N.I3L
Because time delays are integral numbers, adjustment
of time delays can be carried out by a kind of random
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search which executes intensified and diversified search
in a single framework.

Nowadays, adaptive time delay neural network which
can also adjust time delays by the gradient method has
been proposed(S]. The difference between our method
and adaptive time delay neural network is that the
searching of optimal time delay in our method is based
on a random search different from the gradient method.
And our proposed method can be applied to not only
feed forward networks but also recurrent networks,
while adaptive time delay neural network can only be
used for feed forward networks.

2. BASIC STRUCTURE OF MULIT-BRANCH
UNIVERSAL LEARNING NETWORK

The structure of Universal Learning Network with
multi-branches and filtering structures(® is shown in
Figure 1.

In order to make the network compact, every branch
has filtering structures, namely, switching functions
such as a;;(p) on pth branch from ¢ node to j node. The
learning parameter variables in the switching function
should be learned so that a;;(p) becomes 0.0 if branch
from i node to j node is unnecessary and a;;j(p) be-
comes 1.0 if branch from ¢ node to j node is necessary
for the network to have predetermined performance.

Basic equation of U.L.N. is represented by Equation

(1)
hi(t) = O;({hi(t — Dij(p))li € JF(j), p € B(i, )},
{rn(®)In € NG}, {Am()Im € M(5)}) (1)
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where
h;(t) output value of j node at time ¢,
Am(2) value of mth parameter variable
at time t,
ra(t) value of nth external input variable
at time 1,
O; nonlinear function of j node,
Di;(p) time delay of pth branch from
i node to j node,
JF(j) set of node numbers whose outputs
are connected to j node,
JB(j) set of node numbers whose inputs
are connected from j node,
B(i,5) set of branches from ¢ node to j node,
N(@) set of external input variables
that are connected to j node,
N set of external input variables,
M(j) set of parameter variable numbers
that are included in j node,
M set of parameter variable numbers,
J set of node numbers,
T set of sampling times.
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Fig.1 Structure of U.L.N. with multi-branches and
switching functions

The switching function «;;(p) is supposed to be

1
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aij(p) =
The extended criterion function including both model-
ing error E and compactness of the model is given as
follows:

L

E+Ra) > ) (ai(p) (3)
LI R

£ =E({h ()}, {Am(s)})

96

where

E usual criterion function representing
general modeling error,

R, weight coeflicient,

ai;j(p) switching function of pth branch

from i node to j node.

Depending on the value of weight coefficient R, the
balance between the criterion function of E and the
compactness of the network may be adjusted.

3. LEARNING OF PARAMETER.
VARIABLES A,, and ﬂ,’,‘(p)

Learning of U.L. N (1 is to adjust A, and Bij(p) by
back propagating T(?S’ in the same way as that com-
monly used in neural networks. The different point
of U.L.N. from commonly used neural networks is that
U.L.N. can have arbitray time delays between the nodes
and has multi-branches between the nodes. From the
reference(l], Am and B;;(p) can be adjusted as follows.

t
A = A = T 0
t
85 (p) — B3 (0) -—/ﬁp—) 5)
oL _ Bhalt) 54,4
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keJB(j) peB(j k)

é(k,t+ D) + s

(8)

(t)

JEJ, teT
2L, %, in Equation(4) and Equation(5) are or-
dered derivatire proposed by Werbosl4].

where
JD(Am) set of node numbers including A,
JB(j) set of node numbers whose inputs
are connected from j node,
B(j,k) set of branches from j node

to k node.



4.RANDOM SEARCH OF TIME DELAYS

In the previous learning algorithm of U.L.N., time de-
lays between the nodes were fixed, that is, criterion
function of U.L.N. was improved by adjusting only pa-
rameter variables. In order to minimize extended cri-
terion function a new learning algorithm is proposed
to adjust time delays while parameters are also learnt.
The basis idea is to search for optimal time delays by
a kind of random search procedure, which has intensi-
fication and diversification capability.

The feature of the proposed random search is to de-
fine Ith neighborhood N'(z) satisfying Equation(9) and
to search for the optimal time delays using N'(z) in
such a way as when there is quite a possibility of find-
ing good solutions around the current one, intensified
search for the vicinity of the current solution is carried
out{l is small), on the other hand, when there is no
possibility of finding good solutions, diversified search
is executed in order to find good solutions in the region
far from the current solutions(! is large).

N'(z) c N"(z) (9)

5. SIMULATION RESULTS OF NONLINEAR
SYSTEM IDENTIFICATION

In simulations, a nonlinear system was modeled by the
Universal Learning Network shown in Figure 1, which
has 5 nodes, fully recurrent connections with 1 branch
between the nodes, one external input and one output.

Input value u(k) and output value y(k) of the sys-
tem to be identified in simulations are shown in Equa-
tion(10) and Figure 2.

1.34y(k) — 0.277y(k — 2) — 0.80y(k — 4)

_ ) +o0.01, u(k) > 0
Y(E+1) =9 1 34y (k) - 0.277y(k — 2) - 0.80y(k — 4)
-0.01, u(k) <0
(10)
I rinput sigoal Y 1
— — — output sigoal

Fig.2 Input and output values of the system to be
identified

Input value u(k) to the nonlinear system was as-
sumed to be

sin(g5k), 0< k<100

1.0, 100 <k < 150
u(k) = { —1.0, 150 < k£ < 200

uniform random, 200 < k < 400

numbers in(—0.5, 0.5),
Simulation condition is shown in Table 1..

Table 1. Simulation condition

number of nodes J=5
number of branches 1
between nodes
1™
lin ti = =
nonlinear function f(x)= A Tre ™ A=1.5
initial value of parameter
A random numbers
" in (-1.0,1.0)
By 0.3
learning coefficient of
Am Y =0.00002
B, ¥=0.0002
criterion function
identification error E oot square error
coefficient Rg 0.1, 0.5
number of leaming 500000
number of time
delay search 50, 500, 5000
¢ in switching function increase from 20 to 5000

Simulation cases are as follows

- only learning without search of time delay (all time
delay are one sampling time,casel,6)

- only learning without search of time delay( time
delay was assumed to be random numbers in {1,10],
case 2,7)

- learning and search of time delay combined (total
learning is 500000 times, case 3,4,5,8,9,10)

Table 2,3, Figure 3,4,5,6, and Figure 7 show identifi-
cation results including learning and searching curves,
identified and teaching signals, identification errors,
numbers of residual branches,f;;(p), and «a;;(p).

From theses results, it has been shown that adjusting
of not only parameter variables but also time delays is
useful for identification of a nonlinear dynamic system
by using Universal Learning Network with extented cri-
terion function.
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Table 2. Identification results
( weight coefficient Ro=0.1)

case 1 2 3 4 5

learning number

after search of delay | 5000004 500000{10000( 1000 | 100

search number 0 0 50 500 | 5000
residual branches 13 8 9 8 9
error X (107°? 5.50 3.43 | 3.15} 3.52| 3.70

Table 3. Identification results
( weight coefficient Rq=0.5)

case 6 i 8 9 10
leamning number
after search of delay 500000% S500000(10000| 1000 | 100
search number 0 0 50 500 | 5000
residual branches 7 7 7 7 5
error X (107° 12.55] 23.15) 9.78| 7.23] 6.20

*. time delays of all branches are assumed to be 1 sam-
pling time.
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Fig.3.Learning and searching curves, identified and
teaching signal (case 7)
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Fig.4.Learning and searching curves, identified and
teaching signal (case 8)
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Fig.5.Learning and searching curves, identified and
teaching signal (case 10)

NJ1{2{3]4]s NJ1[2]3]4

1] 7[a]a]s 1

2 |9 ]10] 9] fr0 2

3|8 liofa |54 3

al3le|s]|1]: 41

s{1]1]6]10]s 519 5
initial final value

Fig.6. number of residual branches(case 10)
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Fig.7. curves of §,;(p),ai;(p)(case 10)
6.CONCLUSION

"
400000 number of learning

The Universal Learning Network is proposed for mod-
eling and controlling large scale complicated systems.
One of the important things in U.L.N. is that U.L.N.
can optimize the structure of large scale systems con-
sidering both modeling error and compactness of the
network structure. In this paper a new learning algo-
rithm which adjusts parameter variables as well as time
delays at the same time is presented. The simulation
results indicate that the proposed algorithm is effective.
Especially, identification error of a nonlinear system by
the network which has less searching for time delays be-
come worse compared with the identification error by
the network whose time delays are sufficiently adjusted.
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