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ABSTRACT

Recent]y, ETRI developed a Korean-Japanese speech trans-
lation system for Kerean {ront desk side in hotel reserva-
tion task. The system consists of three sub-systems cach of
which is responsible for specch recognition, machine trans-
lation, and specch synthesis. This paper introduces the
background of the system development and desctibes the

functions of the sub-systems.

1 INTRODUCTION

Three institutions which are Electronics and Telecoinmu-
nications Research Institute(ETRI, Korea), Korea Tele-
com(KT, Korea), and Kokusai Denshin Denwa(KDD,
Japan) bave performed the cooperative research since 1991
to develop a Korean-Japanese speech translation system
for hotel reservation task. They planned to perform the
cooperative research from 1991 to 1997, Demonstration
of the speech translation system was held on May in 1995
as an intermediate result of the seven year project. Each
of three institutions has developed its own parts indepen-
dently which comprises speech recognition, machine trans-
lation, speech synthesis. We, in ETRI, are responsible for
Korean froni desk side, KT for Korean customer side apd
KDD for both Japanese sides. This paper describes our
work about specch recognition, machine translation, and

speech synthesis briefly below,

2 SPEECH RECOGNITION

The speech recognition systemn has the {ollowing three fea-
tures. First, an embedded bootstrapping training method
that enables us to train each phone model without phoneme
segmentation database is used. Second, a hybrid estima-
tion methed which ts composed of the forward-backward
algorithin and the Viterbi algorithm is proposed for the
HMM parameter estitnation. Third, & between-word mod-

eling techpique is used at function word boundaries.
2,1 Task Domain and Vocabulary Set

The hotel reservation task has following vocabulary set.
This set Is a word and sentence set related to hotel front-
desk-side speaking. This vocabulary is a set of 242 words
and wonrd-phrases including digils related to dates, 167
Japanese surnames, etc[l, 5]. These data sets are shown
in Table 1.

To reflect real situation, it is good to get data from real
situation. But, we chose these speech data from virtual sce-
nario for convenience. We made domain sentences for the
vocabulary set [rom predefined finite state network gram-

mar. This gramimar has 26 Lypes for the data set.
2.2 Preprocessing

We use lour codebooks, each with 256 entries, that use
{1) 12 LPC cepstral coefficients; (2) 12 A LPC cepstral
coefficients: (3) 12 A-A LPC cepstral coefficients; and (4)
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Dalta set Train Test
front desk | Words 242 x 40M | 242 x IOM
side Sentences | 93 x 40 M (93 x 10 M

Tabie 1: The words pronounced by each speaker are the
same ones for each speaker. But, the sentences pronounced
by each spesker are differedt from each other. All speak-
ers pronounce words and sentences only one time. The M
means the male speakers,
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Figure |: Training procedure for the front-desk side dala
set to estimate CD_PLU parameters.

normalized log power, A power, and A-A power, For end
point detection, we use sequential method which is varied
from {2] for demonstration. Speech is sampled at 16kHz

and Preprocessings produce 20 dimensional LPC-cepstral
coeflicients which are then bandpass liftered.

2.3 Training

To train the SCHMM (Semi-contiouous hidden Markov
model), we used the hybrid algorithm which first segments
speech into the uait of CD_PLU (context dependent phone
like unit) by the Viterbi decoding and then uses FB (for-
ward backward) algorithm within each CD.PLU boundary.
This algorithm requires less computation than fujl FB al-
gorithm which js applied to the whole utterance. The FB
algorithm considers all paths and the SKM considers only
the best path(3], and our hybrid algorithm considers the
best path in the inter-CD_PLU and {ull paths in the intra-

CD_PLU. The training procedure is depicted in Figure L.

2.4 FSN as a Language Model

In the developed systems, we adopted a finite state network
{FSN) grammar as a language model. This FSN is usualty
not & proper grammat for the language whose word order
is not importaat like Korean compared with Eoglish. But,
because this FSN can represent the syntactic and seman-

tic restrictions and can reduce search space in recognition
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Figure 2: (A) Expanded HMM states according tc HMM
Lopology, (B) triphones as a CD_PLU, (C) FSN for a situ-
ation.

stage, we used the FSN as a language model of our baseline
system, Figure 2 (C) shows one part of the FSN in our task
dotnain. In Figure 2 (C), each node nmieans words which are

able to construct all legal sentences in this FSN(L, 5).

2.5 Implementation of a Continuous Speech
Recognizer

We incorporate word and seatence knowledge into our rec.
ognizers in tbe following manners: Each word is repre-
sented as a netwotk of CD_PLUs (in Figure 2 {B)} which
encode the way the word can be pronouaced. The FSN
grammar can be represented as a network whose nodes are
words, and the network eacodes all legal sentences, We can
then take the FSN grammar network, instantiate each word
with the network of CDPLUs, and then instaatiate each
instance of a CD_PLU with its HMM (in Figure 2 (A)).
Then we have a large HMM that encodes all the legal sen-
tences. By placing all the knowledge in the data structures
of the HMMs, it is possible to perform a global search that .
takes all the knowledge into account at every step.

In our systems, we used Viterbi beam search [4] as 2
search algorithm and used partial Viterbi backtracking in
demonstration. We considered the threshold value and the
number of survived states as some constraints to prune
HMM siates.

To evaluate our system, we took two kinds of experi-
ments. The first one is an isolated word recoguition éxper-
iment whose results are 99.3% in the case of close exper-

iment and 97.3% of open experiment. And the second is
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a continuous speech recognition experiment. The accuracy
are 97.6% in the case when including insertion error, and
97.8% when excluding insertion error. Above accuracy is

obtained under speaker independent experinients.

3 MACHINE TRANSLATION

A speech translation system is inherently a4 conversational
systern.  Inputs Lo translation system, i, outputs from
speech recognizer can have various kinds of utlerance style
or vocabulary selection according to Lhe opposite’s response
utterance. Tn sotne task durnains, direct translation for ut-
terance can cause meaningless result due to the diflference
of culture or pragmatics. I the imterface between tecog-
nition system and trapslalion system s done in symbolic
level, not signal level { for example, N-best or I-best out-
put of F8N), a dictionary of word or phrase for transtation
is restricted to the vocabulary used in recognition. For ex-
atnple, some words in Korean recognition task do not. have
corresponding translation equivalents in Japanese task, and
vice versa.

In other words, speech translation syslem should have
transiation module and dialogue flow control module, The
former analizes recognition results and translaLes them.
The latter analizes Lranslation result and predicts dialogue
flow and reflects well opposite’s intention. [n urder to se-
lect the proper transtation words according Lo conversjon of
analysis resull, it is necessary to construct domain knowl
edge in detail.

It is important to construct detailed knowledge of dia-
logne lollowing the conceptual categorization which cover
inherent cubtural tradition of each country or pragmatics,
e.g. honarific expressions.  Kotean greeting, "ohd 2hiv)
2t (ineans "How da you 40 or “helle™, L3 i oot wans-
lated to consistent Japanese or English expression.

Intetface with recognition systemn is basically first-best
and semantic analysis has an hivrarchical conceptnal struc
ture due to FSN node number atlached o first-best imipuat.
The result of re-anatysis of the opposile’s utterance is as-
signed to each slol of frame which is ¢lassified by conceplual

categorization of the cotresponding dornain.
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Translated words are selected through refecring to de-
taited knowledge expression and the slot of dialogue flow
contrel madule, Or, the Jupanese expression for "ehd a4
7" s selected according Lo the time of a day.

Translation processes idioms by example based method.

4 SPEECH SYNTHESIS

The advanced Korean text-to-speech conversion system us-
ing TD-PSOLA(Tuue Demain-Pitch Synehronous Overlap
and Add) technique, operates in real time on a UNIX work-
station without any DSP board.

Speech synthesis system consists of language process-
ing module, prosody processing nodule, and synthetic
speech generation module, [Language processing module
performs text preprocessing, Korean funciional word anal-
ysis, parser, prosody marker generation, and graphenie Lo
phoneme conversion. Text preprocessing converts numer-
als, symbols, English and Chirese characters into Korean.
Korean functional word analysis decomposes Korean par-
Licles, sullis infections, adverbs, and conjunctions, and as-
sighs one of 48 attributes eujeol by eujeol. Korean enjeuls
are composed of [noun+particle], (verbsutfix inflectionl,
adverb, or conjunction. Parser builds phrase level syntax
structure using the atuributes. Prosody marker generation
uses syntaX information (or cach phrasc te specily one of
13 prosody markers that influence the spoken output. Ex-
ceplional word dictivnary provides pronunciations for ex
ceptional words, and 26 Korean phonolugical rules converts
graphense to phoneime.

The prozody moedule caleulates the duration of phaneres
and the contour of lundamental frequency by rules based
on the analysis of a few hundrds of specch data read by
an anvneer. The phrase level macre peosody uses the
syntactic and positivnal infstrmation of presadic phrases in
a xentence, The syllable tevel micro prosudy uses phonetic
conlext anid the position of syllable in a prosodic phrase.

The synihesis module selects the synthesis units{lowal
1226} (rom phoncme sicing, modifies and concalenates the
svnthesis units Lo generate speech output, The appropriate

synthesis nnits for Lhe phonenje sequence of each prosodic



phrase are selected depending on the phoneti¢c and prosodic
context. Each unit contains time domain data, pitch, and
segment information necessary for TD-PSOLA application.
The synthesis units includes the main variations of Korean
phonemes. To decrease the conrcatenation defects, we use
acoustic phonetic knowledge of Korean for spectral malch,
The prosodic parameters, i.e., duration, FO and amplitude
are directly scaled on the lime-domain. We adopts nn-
balanced short time Hanning window Lo preserve original
values at the pitch boundaries.

The advanced Korean T-t-S conversion system adopting
TD-PSQLA technique shows much higher intelligibility and
naturainess than the old one based on demisyllable units

and Line Spectral Pairs.

Inper Ko exomremns

Text preprovessing

_T:__

Lalpmape 0 adanmy hishwk:

: Prissoudy marher pencration il won .
3 Ao wont iy
: -

' — R

{_ Sementat dutaim comeal

N - _— Syahcs unis Concacan
el “""'M‘-"'"m . asing TO-PSOLA technique

Syiancnalapecah

Proeun (¥ mvving wakh

T

Figure 3: Text-to-speech conversion system: Geulsori-11

5 CONCLUSION

This paper describes a Korean-Japanese speech Lranslalion
system for Korean front desk side in hotel reservation task.
Kurean continuous speech recognition system uses phone-
based semi-continuous hidden Markov model(SCHMM)
method for the automatic interpretation. A finite state
network{FSN) grammar is adopted as a language nodel.
Three features of the recognition systemn are following: an
embedded bootstrapping training method, a hybrid param-

eter estimation method, a between-word modeling tech-

nique. The continuous speech recognition rate is 97.6% in
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the speaker-independent experiment . This system outputs
a sentence with the best score Lo the machine tranelation
system.

For Lhe machine translation, an example-based trans-
lation method is used. Translation is performed through
simple conversion in phrase level in most cases. But, se-
mantic ambiguities are processed by invoking exceptional
procedure according to dialog flow and information about
translation equivalents in word dictionary.

The advanced Korean text-to-speech conversion system
using TD-PSOLA(Time Domain-Pitch Synchronous Over-
lap and Add) technique, operates in real time on a UNIX
workstation without any DSP board.
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