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Abstract A real time and adaptive method for obtaining Volterra kernels of a nonlinear system by

use of pseudorandom M-sequences and correlation technique is proposed . The Volterra kernels are

calculated real time and the obtained Volterra kernels becomes more accurate as time goes on. The

simulation results show the effectiveness of this method for identifying time-varying nonlinear system.
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1. INTRODUCTION

A non-linear dynamical system is, in general, de-
scribed by use of Volterra series expansion, each term
containing so called Volterra kernel. So the measure-
ment of Volterra kernels becomes an important task for
non-linear system identification.

Barker et al 1) proposed the use of pseudorandom
signals, especially antisymmetric M-sequence, for ob-
taining 2nd-order Volterra kernels with restricted con-
ditions .The authors®»®) proposed a new method for
obtaining not only the linear impulse response, but also
Volterra kernels of non-linear system simultaneously.
We can obtain Volterra kernels of not only second or-
der but also third order. In addition, this method is
extended to make possible the real time identification
of nonlinear system: that is, after the output is mea-
sured in one period of the input M-sequence, we can
obtain Volterra kernels in a real time. This method for
obtaining Volterra kernels of non-linear system is fur-
ther developed for adaptive identification of Volterra
kernels of non-linear systems.

2. PRINCIPLE OF THE METHOD

A non-linear dynamical system is, in general, de-
scribed as follows.

y(t)'-:g;/ow/om"'/Ooogi(ﬂ,fz,""fi)

xu(t — n)u(t - 72)---u(t — 1)dndry - - -dr; (1)

where u(t) is the input, and y(2) is the output of the

non-linear system, and g;(m,7y,...) is called Volterra
kernel of i-th order.

When we take the crosscorrelation function between
the input u(t) and the output y(t), we have,

¢uy(7') = m

=g/ooo/;o"'Lwyi(flyfz,"'fi)

Xu(t — T)u(t — 7). ult — r)dridry - -dr; (2)

where ¢, (7) is the crosscorrelation function of u(t) and
y(t) and

The difficulty of obtaining g;(m, 73, - - - ;) from ¢y (7)
is , in general, due to the difficulty of getting (i + 1)th
moment of the input u(t), because the n-th moment of

denotes time average.

the signal is very difficult to obtain for actual signals.

We have shown® that when we use an M-sequence
as an input to the system, the n-th moment of u(t)
can be easily obtained by use of so-called “shift and
add property” of the M-sequence. So we can obtain
the Volterra kernels gi(r, 73, - 7;) from simply mea-
suring the crosscorrelation function between the input
and output of the non-linear system.

The (i 4+ 1)th moment of the input M-sequence u(t)
can be written as

ut—Tr)u(t —n)ut — ) - -u(t—7)
_ { 1 (for certain 7)

—1/N (otherwise) ®

where N is the period of the M-sequence. When we use
the M-sequence with the degree greater than 10, 1/N
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is smaller than 10~3. So Eq.(3) can be approximated
as a set of impulses which appear at certain 7’s.

Eq.(3) is due to the so-called shift and add property of
the M-sequence; that is, for any integer ki1, kig, - - - ki i1
(suppose ki) < kjz < -+, ki;), there exists a unique k;;
(mod N) such that

u(B)u(t + ki )u(t+ki2) - - u(t + kiio1) = u(t+ ki) (4)

Note that when k;;(j = 1,2,...7) satisfy Eq.(4), then
2Pk;; also satisfy Eq.(4) for any integer p. Therefore
Eq.(3) becomes unity when

n=r—ky,n=1r—ko, - n=1—-ki (5)

Therefore Eq.(2) becomes
o0
buy(T) =D gi(r ~ kir, 7 — kia,- T~ ki) (6)
—

Since g;(m, 72, - - 1;) is zero when any of 7; is smaller
than zero, each g;(7 — ki1, 7 — ki2,-- -7 — ki;) in Eq.(6)
appear in the crosscorrelation function ¢y (7) when r >
kii. If the ki of ¢-th Volterra kernel g; are sufficiently
apart from each other(say, more than 50A¢, where At
is the time increment of the measurement time), we can
obtain each Volterra kernel ¢;(r — ki, 7 — ki, -+, 7 —
ki;) from Eq.(6). Volterra kernels g;(ry,7s,---7;) are
obtained as a set of crosssections along 45 degree lines
in (11,72, -+, 7;) space. In order for this to be realized,
we have selected some suitable M-sequences.

Table 1 and Table 2 show some of k;5 and k;3, respec-
tively, when f(x) = 1515155 is used for generating the
input M-sequence. In these tables, ds shows distance
from the nearest k; ;.

3. REAL TIME METHOD FOR OBTAINING
VOLTERRA KERNELS

As is explained in section 2, the i-th Volterra kernels
gi(t — ki, 7 — kia, -+, 7 — ky;) appears in the crosscor-
relation ¢uy(7) when 7 > k;;. Therefore, in order to
obtain g;(7 — ki1, 7 — kia, -+, 7 — ki;), it is enough that
we obtain ¢,y (7) for those 7’s which are in the range
of k;; < 7 < ky; + 50. That is, we don’t have to calcu-
late ¢yy () for all 7, but only for those 7 in a necessary
range.

And one more important point of our real time iden-
tification method is that we can obtain the delayed ver-
sion u(t — 7) of input M-sequence u(t) directly without
using any delay elements. This is due to the property

of M-sequence. For example, when we denote the delay
operator as z and we would like to obtain the d-delayed

version of M-sequence, ¢ mod f(z) is first calculated,

e =roe® + izt 4zl 4 2™l (7)

where f(z) is the characteristic polynomial for gener-

ating M-sequence of n-th order.

Table 1: For 2nd order Volterra kernels
n=18 f(z) = 1515155
df=kg2 ~ k1 o

df (ki2,k22) —ds

(253039, 253040)- 93

(243935, 243937)- 668

(256101, 256104)- 212

(225727, 225731)- 34

(197638, 97643)- 572

(250059, 250065)- 471

(159826, 159833)- 664

(189311, 189319)- 68

(124205, 124214)- 250

(195276, 195286)- 377

W 00 =3 O O W W DN =

—
(=]

Table 2: For 3rd order Volterra kernels
n=18 f(z) = 1515155
df1=k3v3 - k1,3 df2=k3’3 - k2,3

DF(df1,df2) (ky 3, k2 3, k3 3) — ds
(2,1) | (3062, 3063, 3064)- 220
(3,1) | (245587, 245589, 245590)- 230
(3,2) | (185486, 185487, 185489)- 263
(4,1) | (95570, 95573, 95574)- 286
(4,2) | (6124, 6126, 6128)- 237
(4,3) | (185222, 185223, 185226)- 263
(5,1) | (188548, 188552, 188553)- 297
(5,2) | (118126, 118129, 118131)- 381
(5,3) | (209335, 209337, 209340)- 831
(5,4) | (248649, 248650, 248654)- 226

Then the coeflicients r;’s in Eq.(7) determine which
stage of the M-sequence generating shift register should
be added modulo 2 for obtaining u(7—d). The schematic
diagram for obtaining the delayed version of u(r) is
shown in Fig.1.

Table 3 shows example of r;’s in Eq.(7).

Fig. 2 shows the configuration of real time identifi-
cation scheme for non-linear systems.

In order to obtain ¢ mod f(z), it would be advanta-
geous to use the fast method for division over GF(2)%.
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+ Delay M-sequence
Fig 1: Schematic diagram for obtaining delayed

M-sequence (& denotes addition mod 2)

4. ADAPTIVE METHOD FOR OBTAINING
VOLTERRA KERNELS

Eq.(2) is written in a discrete form as follows.

N
duy(EAL) = 1-:,- S uFTRAYYGAY)  (8)

i=1
where At is the time increment, and N = 2" — 1, period
of the input M-sequence.

Summation in Eq.(8) is devided into, say, m parts
and summed up into m different registers R;’s, as fol-
lows.

¢uy(kAt) = 'I‘VI' Z R;

ixl
i=N;
R; = z: u(i — kAt)y(iAt)
=N +1

where N = Ny + Na+---+ Np,.

When the m-th register R, is added N,, times, then
each register R; is shifted to left as R; < R;;1, thus
newly obtained information about Volterra kernels are
replaced with the older contents.

So even if the system is a time-varying nonlinear sys-
tem, we can obtain the updated Volterra kernels in a
real time when the time-variation of the system is slow.

5. APPLICATIONS

This method of Volterra kernel identification is ap-
plied to several actual non-linear systems. The one of
the applications is to the dead-band type non-linear
system as shown in Fig.3.

We have compared the actual output of the non-
linear system with the estimated output calculated from
measured Volterra kernels as shown in Fig.4, and got a

good agreement between them, showing the validity of
the method for non-linear system identification.
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Fig 3: A non-linear system having feedback loop
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Fig 4: Comparison of the actual output with the esti-
mated one for Fig.3

6. CONCLUSION

A method for obtaining Volterra kernels of non-linear
system by use of pseudorandom M-sequence is further
developed to make possible the adaptive and real time
identification of Volterra kernels.

The obtained Volterra kernels are updated in a pre-
scribed time to obtain the new information on the sys-
tem. Thus we can obtain all crosssections of Volterra
kernels up to 3rd order in adaptive way.

This method for obtaining Volterra kernel is simu-
lated on the computer for non-linear systems having
up to third order Volterra kernels. The results of simu-
lation show a good agreement with the theoretical con-
siderations. The method is also applied to some actual
non-linear system having dead-band type non-linear el-
ement.The results show that this method is effective for
non-linear system identification.
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Table 3: Power of z in %2 mod f(z), when f(z)=1515155

kis Power of z in z*2 mod f(z)
253040 117 8 1 16 10 4 14 11 5 2 0
243937116 13 10 7 4 1 15 9 3
256104 |17 11 15 9 5 16 12 10 6 4 3 1
225731117 15 9 3 1
97643 |17 4 1 10 11 5
250065 |17 2 14 11 8 5 9 3 1
159833 | 17 14 13 11 7 5
189319 |17 8 13 1 14 12 11 6 5 2 0O
124214116 11 5 13 12 10 7 4 1
195286 (17 15 9 14 8 5 2 16 12 6 3 1
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~ M-S.e:quence Generator
¢
- —
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Fig 2: Schematic diagram for real time identification of non-linear system
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