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Abstract - LSM(l.east-Squares Method) has inherent
limitation that precise system identification over wide
frequency band is difficult , especially at low frequency
band. In this paper we propose to use decimation, a

spectrum  analysis method widely wused in signal
processing.
The merits of decimation are the flexibility of selection
of the [requency band concerned and the function of
LPF(Low Pass Tilter). In this paper, frequency—domain is
divided into separate frequency bands which will be
combined into  full frequency-domain by  using
MDM (Multiple Decimation Method ).

selection of sampling frequency for each band is possible

In this way, free

and the Jlow frequency oscillation modes of LSM are

avoided.

1. Introduction

System identi{ication which determines system dynamics
from inpul-output data is the important system technique that
is used in modeling of controtler design , adaptive control,
abnormal diagnosis, measurement,etc.
widely divided into traditional

System identification is

identification method (represented by frequency response

method) which obtains system dynamics from experiment and

parametric identification method (represented by LSM) which
has been actively researched in time domain since 1960’s.
Parameter identification method of input-output model or
state variable model etc. was based on time series analysis.
But it is important that consider error rearing of frequency-
domain and identification at time-domain model{l]. Because
time-domain model dosen’t

parameter error  of directly

correspond with estimated error of frequency characleristic.

System identificalion consists of assumption of model
structure, unknown parameter identification from input data ,
verifying validation of model,

Especially, in respect that the pwpose of system
identification is controller design, the modern controller design

fields are studying new fields called such as He optimal

control theory and robust control as attempt to combine both
advantages of frequency-region and time-region, and recently
brings about recognition .for the importance of frequency
characteristic, which was looked down upon in the past [2,3].

Frequency response means steady-state response for
sinusoidal input. Frequency response method which can be
used for interpretation and design of control system is to
research about the responses that result from the input signal
with the frequency varied through the region that we are
interested in {4].

In this paper we propose new identification method using
decimation as the conception of frequency division region [5]).
Decimation is the application algorithm of FIFT(Fast Fourier
Transform) which changes high sampling frequency into low
sampling frequency in order to identify the system and the
algorithm reduces the amount of computation and it has the
adventage as the structure which makes possible improvement
of convergence velocity and parallel processing (6].

And also this algorithm can improve identification accuracy
in low frequency region and oscillation mode, which is often
noticed as the problem of LSM [7]. We use MDM(Multiple

Decimation Method) which symthesizes the frequency for the

whole region as division frequency region using the

adventages of decimation. We obtain the transfer function
applying this algorithm to the controlled object and apply it to
the real plant as the transler function of the model. And we
realize auto tuning and considerate the performance of this

algorithm through the simulation.
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Thus this paper consists of two structures as follows.

(1) The proposal of identification imethod for modeling of the -
unknown system: the esLilﬁalion procedure of transfer
function based on qecimation and frequency response data.

(2) The proposal for controller design method according to
frequency region division: PID(Proportional Integral
Derivative)~ATC(Auto Tuning Controller) design using
M-circle.

One way, Byun has been announced estimation method of
transfer function using decimation(8), and PID-ATC uses to

design at frequency-domain{9).

II. Background

This paper consists of two parts as shown below. First, one
is system identification , and secondly one is PID-ATC design
method using identified information of the system. Fig. 1

shows the whole flow—chart of the paper.
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At first, we sample the given input, let it pass through LPF
according to decimation order. And we resample the output
and then obtain the transfer function for each frequency
region. We search following I'TSE (Integral of Time multiplied
Square Tirror) method with™ performance index of PM(Plant
Model) and IM(ldentification Model) after we synthesize the
obtained transfer functions. And if we have the allowed error,
g0 to the controller design process.

Controller design is to design PID parameters using design

variables( 0, M) of M-circle , and the above process is

repeated until satisfactory performance is obtained through

performance evaluation and analysis.

PART 1. The estimation procedure of Transfer

function using Decimation

2.1-1 Statement of the problem
In this paper, we use decimation which was applied to

improve computational efficiency of 'DFT(Discrete Fourier
Transform) in FFT (Fast Fourier Transform) proposed as
system identification method by Colley and Tukey in 1965
{10

Decimation has the filtering characteristic of the lowpass
filter by changing from high sampling frquency into lower
sampling frequency by adjustment samping ratio of input and
output without loss sampling theorem and resamples smoothed
signals in the low frequency.

At first, we explain decimation principles by low filtering. In
this paper, we assume that object of identification is
SISO(single input single output) in continuous-time system’

and y(n) is the output.

yin) n| En]=x(m]
s I
iy ilter h{n) fy i
Sampling Sampling Sampling
period T period T'=TD

period T

Let the signal y(n) pass through lowpass filter A(n) and the
output from hi(n) be &n) as shown in Fig. 2. Let the
sampled signal from &{(n) with the interval of D be &'(n)=

x(m). The passband of h(n) is |w|S #/D and f; is sampling

frequency. Also f’ is sampling frequency following decimation
order.

Thus, decimation means to change sampling ratio of input
and output, and defines as follows.

Em=¢),n=0,+D,¢2D,.

= 0, etc.
&'(n) can be rewritten as

b1
C—(n):{(n)[% gbe/zun/n]

By the relation of input-output in Fig 2.

x (m)= ; h(Dm-n) v(n)
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x(m)={(Dm)={(Dm)

Based on the procedure above

X{(z) = mg’t'(l)m)z""= iﬁ('(m)z""“’

o

D-1
= M:Z-Qc('n)[ _115_ kgoeﬂnkm/D]z -m/D

= '_})“ ::;[ mgw{l(m)eﬂ"k'"m 2™
- % :)Z; E(e 72D 1Dy 3
E(z) = H(2)-Y(2) according to equation (2).
On account of z=¢7 , it foilows that
X(e™)= ~})— ZZO H(e /W 2Dy (g itur-2nk)/Dy (4)
W =2nfT

Aliasing is removed since H{(e™) has lowpass characteristic.

Hence, only first term is derived from equation(4).

X)L ye®®), wl Sa e )

If &n is substituted with (-1)"¢(n) for decimation by
bandpass filter, the same relation as shown in equation(5) be

derived for each bandpass.

2.1-2 System Identification using Decimation.

The effect of noise power out of the bandpass is removed
and SNR (Signal to Noise Ratio) is improved remarkably
since the region is extended as the full band and identified
when it is needed to obtain the frequency characteristic only
for such a low band (08 @ <wD) as known in equation (5).

But it is impossible to get the precision degree as described
abéve only with low band or band filtering and this method
shows strong feature for low SNR in comparison to anothcr
method[8] applying LSM after taking transformed expression
including difference form of output signal. It is because
corelation matrix condition of input-output signal is improved
a lot (band-density just as power spectrum of input-output is
wide and minimal eigenvalue increases ) and it has robustness
for feedback error of input-output data.

Mareover the amount of computation of algorithm can be
reduced remarkably since data were sampled with the interval
of D by decimation. But if D select too big, accuracy degree
can be damaged according to decrease of data number. In
order 1o improve it we can use effectively the whole data if

we use multiple decimation.

Fig. 3 shows the procedure of the system identification of

this algorithm.

""""" Sampling
"""" Decimation
L Continuous Model j ------- Transfer function
G (s) Ga(s) G(9)
[ Frequency Domain l """" Determination
L. | ]
i
L Full Band J ------- Synthesis

1

At first, each output data which passed through the system
for input are sampled. And it is inputted to lowpass filter.
Then output data of each frequency band is obtained by

resampling with sampling period fs=fs/d . Transfer function

is estimated with the output data as response data for
structure determination. That is, it is the synthesized transfer

function for the full band.

2.1-3 Transfler FFunction Estimation.
We can produce transfer function at continuous-time with

discrete-time data obtained through the previous decimation.

(1) Frequency Response Data @ G(jw)

(2) Inverse Fourier Transform @ Step Response

(3) Sampling - Impulse Response

(4) Order Determination of Model : SVD

(5) Determination of Discrete~-time Model: DTM

(6) Transformation into Continuous-time Model: CTM
(7) Transfer function Estimation: TF Synthesis

1If we formulate the above process it has the relations as

follows.

(1) Frequency Response Data @ The G(jw) in
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frequency-domain is computed according to the method

synthesizing transfer function from response data in

discrete-time.
(2) Inverse [Fourier Transform

time-domain by inverse Fourier transform. In order to match

G(jw) is changed to

with the minimum implementation algorithm in discrete-time,
we obtain step response with numerical integration  after

product 1/jw over it.

(3) Sampling Impulse response train{go,gi,--,gn} is
calculated from increment of sampling data{yo,yi, --,yn} for

the obtained step response.

g0 = Yo

Zi= Vi~ Vi (i=1,2,-,N)
(4) Order Determination of Model : We distinguish with
SVD (Singular Value Decomposition) for rank of Hankel

matrix H: coming from {gi)and then determine order n.

g1 g2 o AN
Hy=|62 8 =~ & N-pel
guw Qw1 - &N-1
SVD
=[ﬁv ....................................... (8)
3 = diag {01,0z2,°,0,, ", 04}
(01 &02& 20, DERCpe1 &> 20y)

_{5)_Determination of D'TM (Discrete-Time Model): we
obtain discrete-time model (A,B,C).

-4~ ~_ > -4
2T yTY 2

A= Z
-~ -
B=X ZV[IO"'OJT .................... (9)
g
c=1{10-0UX ?
¢k U =[U:U'leCc" ;
un <-n->
v
Ve '__ & W wm
1
(N-)-N-1) v
S = diag {01,02,",0,}
g2 g3 © g N-psd
H;z= g.:’ .g“ a f!N-n'Z ............ (10)
ool ez o gN

{6)_Transformation_into CTM(Continyous-Time Model) :

we transfer discrete-time model (AB,C) into continuous-time
model( A¢, B¢, Ce ).

a) A=T'AT =diagl M A2 hn )
B=T"'B (T: diagonal matrix of A)
C=CT

b) w;= i%& A= eﬂr‘jlh (1

» »

: sampling period)

c) Ac= diag{ni,Mz,..Mn  } ,Be=(A-1)"'A.B

Ce=C

(7) Synthesis of TF(Transfer Function) according to
_State_Space_Model.

G(s) = Ce(sT-Ac) ' Bo+yo

2.1-4 Division and Synthesis of Frequency Band.

Reliable value of estimations can.be computed at the band
under 1/5T in frequency band as explained in the previous
section, and frequency band including decimation order d is
estabilished as shown in Fig. 3.

At first, reliable identification band is the band under 15

Ts=1/25T since sampling period is 75=5T at d=5. So

frequency characteristic is computed by substitution to

as estimation value of transfer function at

d=5 for the band of 0~1/257T.
Secondly, reliable identification band is the band under

1/5T2:=1/10T since sampling period is 72=27 at d=2.

Here is computed frequency characteristic based on estimation
value of d=2 for the band of 1/25T~1/10T.

Finally, we compute frequency characteristic using

estimation value based on original output data which is not
decimated for the band of 1/10T~1/2T . The estimation values
characteristic at d=1,2,3 are

of frequency response

synthesized and it is defined as estimation value of frequency

response for full frequency band.

PART 2. PID-ATC design using M-circle.

This paper consists of determination of PID coefficients
applying M-circle to transfer function of the model obtained
from each band. Fig. 4 is block diagram of the system of the
whole algorithm .
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f
Desired : (;onlrollc_r
Performances - ¢ Design : M-circle

Decimation L—

P-M:G,(5)

ragram:
Where r ! input signal

y ! system output

e ! input~output error
u is the input for plant control and controls  the input for

plant-control, controls Gp(s) as unknoun plant P« M(Plant

Model) using I'M (Identification Model) Gu(s) obtained in

PART 1 according to decimation order.

The whole structure of this algorithm is determined using
inner loop (feedback strucfure of plant) and outer loop (
decimation), And we design controller prameters applying
M-circle to the transfer function of the model.

We use PID controller which has played an important role
for the last half century has firm and effective characteristic
in the various process. Especially, PID controller hés simple
stfucture, decrease of the amount of computation is possible ,
and it can be included in miciro-processor. But it takes long
time to frequently modification of coefficients so that the
optimal performance can be carried out in the system which
has the change of processing ‘condition and nonlinear time
variable feature and it controls on the level of maintaining
stability of process gain.

Automatic establishment of the parameters. of PID controller
Ziegler ~ Nichols(1942), and tuning
technique has been studied by Cohen - Coon(1953) and
Astrom - Hagglund(1982).

ATC(Auto
automatically parameters confronting feature of control object

or driving condition. PID~ATC which establishs automaticall)f

has. been studied by

Tuning Controller) has ability to establish

PID parameters such as proportional gain (K), integral time
(Ti), derivative time ( T4) can bring automization of process

operation, decrease of modification time lack problem of
specialist and can solve personal difference of modification
results, etc.

In this paper, variables of controller design are Mp,0 of
M-circle and proportional gain, integral and derivative time
are obtained using them. The design procedure of PID

coefficients is shown as follows.

2.2-1 Mp value

G=GcGp is loop transfer function multiplying transfer

function of controller by transfer function of process. Gs is
closed loop transfer funtion and M is defined as follows.

I, G .
Gs= Y ‘lTGI:Al ............... 12)

Mp is the biggest value of M in Nyquist plot. Mp can be

related to the characteristic of other systems and can be

computed approximatly from { (relative damping raso)

1 S rais
Mp='m,CS]./\/§,d=e - < (13)

2.2-2 Design method
Design procedure is shown as follows, Fig. 5 shows

M-circle design method.

i I G(jw)

Re G

1 *= Nyqguist -{curve
M-circle v

Here, M, is center distance of M-circle, » is angle connected
a point of contact of M=-circle and Nyquist~curve, r is diameter of
M-circle.

1) Computation of Gp(j®) and G p(j0)
Gp(ja)=a+jb ,Gp(je)=c+jd - (14)
2) Computation of Gc(jw) and G'¢(jo):

Getjo) = K[ 1+4j(0Tu- —ml,—)]

Ge=iK [ Ta+ Hlei ]

3) Computation of Controller parameter :
K= ___-rsing

b+aaTy-1/0T;

Where , T and Ta are given as follows
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c-d(0Ta =5 )= B(Ta+ ——)
w7 0“Ty

tang =

d+e(oTa- 5= )+ b(Ta+ )

1
MZT.'
Nyquist-curve meets M-circle at the point N if (17) is

satis{actory.

N=-M.+r cosp~jrsin¢

Compensated Nyquist plot passes through N if (18) is
salisfactory.

Gr(jo)Goljo)= - M, +rcos{¢) - jrsinle) - (18)

Eventually three conditions are determined in order to

choose four parameters ( X,73,74,9 ) for the control.

@ vli=a (3 £a < 6)
@ wTq<08 (‘The observation is the sinusoidal signal

within 10 %.)

® 7=tan NwTa- mi ) (Phase movement is below #/3)
Since closed loop poles move forward zeros , we need

T:> Ta condition. With the exception, considerable item

determines Ti/T4 relation.

2.2-3 Design variables

Design variables are frequency (®8) and Mp value. Even if
the system has Mp values with good damping ratio, some

problems can happen in design variable determination when
design variables are choosed very small. Because the big
circle includes some frequency of Nyquist plot if M-circle has
the large diameter. Design of M-circle with large diameter

can be more sensitive. Thus Mp is determined within 1.3~

15 .
Ill. Simulation Results

First, we confirm identification precision degree transfer
function of given plant and model transfer function using
decimation in order to verify validation of the algorithm.
Table. 2

identification-domain according to decimation.

shows determinativn of frequency-domain and
Fig. 6 is
resultant graph using it.

Fig. 6 shows that the characteristic of the given plant
model is similar to that of the transfer {unction for frequency
Thus

identification can be verified. Eventually it is possible to

region passed through decimation. accuracy of
divide frequency response data for the region according to
decimation degree and control synthesis transfer function.

Fig. 7 and Fig. 8 show simulation result for control system,

which is the result for PID controller design for plant model

Gr(s) and identification model Gas(s)

Experimental objects have 4 order delay system. And it is

expressed such transfer function as follows,

Gpis)= K
r (1+T18)(1+T3s) (1+T3s)(1+7Tys)

Where, K : proportional gain

T1,72, T3,T4 : time constant.

As a result of simulation, we can find control of transfer
function for the region through decimation is performed with
better precision because of more accurate identification in low

and high pass region.

tem Identification-band{Hz)} Frequency-domain(rad/sec)

. Real . Real
Co:]nopuu:\tlon identification Co:jnput?uon frequency
Ordet main band omain domain
5=f, /2 0~ 0 0
d=5 | f5/5=f/25 I l~g nfses| ~25.1327
- 2-m-fs/25 | 251327
d=2 | f2/5=fs/10 | fs/25~ fs/10] % fo/10| ~62.8318
- 2-n-fs/10 62.8318
d=l | f1/5=/s/2 | fa/10~fo/2 | _, n-for2| ~314.1593

( Sampling frequency fs= 100 Hz )

[V. Conclusions

There have been a lot of studies for selection method of the
optimal sampling frequency. In the other hand, most of them
have taken the method which only determines the optimal
sampling frequency. By comparison to it, the method proposed
in this paper which takes multiple decimation enables to
determine different sampling frequency per each divided
frequency band and increases much the degree of freedom for
the selection. ‘

In this paper we found dynamics for unknown plant as
estimation of transfer function using decimation, and designed
PID controller found plant dynamics for the frequency region
and synthesized them. And the controller design has good

performance in low region as well as in high region.
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