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INTRODUCTION
An overview of the research process.

The philosophic cornerstone of research: drawing inferences about truth in the universe from
events observed in the study sample.

Designing and implementing a research project can be divided into six steps.
Step 1. Choice of the research question.
a. A question about a health problem that the investigator wants to answer.
b. Choosing the right research question is the biggest challenge.

¢. Review the existing medical literature,

Step 2. Developing the study protocol.

Objective: to design a feasible and inexpensive study that will produce
a correct answer to the research question.

a. Subject selection

b. Variable measurements

c. Study design

d. Sample size

e. Ethical concerns

f. Data management and analysis
g. Statistical analysis

h. Limitations

Step 3. Pretesting the study.
Step 4. Implementation of the study.
Step 5. Analyzing the results of the study.

Step 6. Drawing conclusions and making inferences from the study.



THE ANATOMY OF RESEARCH: WHAT IT'S MADE OF
1. The study protocol.

a. The written plan of the study.
b. Helps organize the research in a logical, focused and efficient way.

2. The research question.

a. The objective of the study.
b. A problem that the investigator wants to solve.

Example: Does ranitidine effect the metabolism of theophylline?
3. The significance.

a. The rationale for doing the study.

b. Why is the research question important?

¢. What kind of answers will the study provide?
d. Review the medical literature.

Example: Ranitidine and theophylline are often prescribed together. If ranitidine
significantly effects theophylline metabolism there is the potential for either
subtherapeutic or toxic theophylline serum concentrations. There are several
isolated reports in the medical literature of theophylline toxicity possibly
related to the addition to ranitidine to the drug regimen. Therefore it would
important to knew if this interaction actually exists.

4. The design.

a. Observational study: the investigator observes the events without
altering them.

Example: A case-contrel study comparing the needle-sharing
history of i.v. drug-abusers who have AIDS virus antibodies
with the history of those who do not.

(1). Cross-sectional study: Each subject is examined on only
occasion.
(2) Longitudinal study: each subject is followed over a period
of time.

b. Experimental study: the investigator applies an intervention (indendent variable), and
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observes the effect on the outcome (dependent variable).
[Randomized clinical trial; controlled clinical trial]

Example: A randomized trial of the effect of ranitidine on
theophylline serum concentrations.

c. Retrospective study (case-control study): deals with past events.

d. Prospective study (cohort study): deals with events that have not yet occurred when
the study begins.

No one design is always better than the others. For each research question
the investigator must make a judgement as to which design is the most
efficient way to get a satisfactory answer. The randomized trial is often
held up as the ultimate standard, but there are many situations for which
an observational study is a better choice.

5. The Subjects
a. Selection criteria
(1) The process of defining the study population.
(2) The kinds of subjects best suited to the research question.
Normal (healthy) subjects; patients.
(3) Where and how to recruit the subjects.
b. Sampling
(1) The process of picking the subgroup of the population that
will be the subjects of the study.
(2) Various sampling techniques.
6. Measurement of Variables
a. Variables: characteristics of the subjects to be measured.
b. Predictor variable:
(1) age, height, weight, race, smoker, non-smoker, etc.
(2) Intervention variable (independent variable).

(a) The investigator manipulates and observes the effect on the outcome
variable.
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Example: dose of drug, type of drug.
(3) Confounding variable: other predictors that may confuse the interpretation
of the outcome.

Example: socioeconomic status, race, age

c. Outcome variable (response variable, dependent variable).
Example: SDC's, pharmacokinetic parameters, BP, HR, etc.

7. Statistical Analysis
Hypothesis Testing.
a. Experimental studies:
(1). Hypothesis: A hypothesis is a version of the research question that
provides the basis for testing the statistical significance of the study

results (outcomes).

Example: Ranitidine has a significant effect on theophylline
serum concentrations when compared to placebo.

(2). Null hypothesis: the negative statement of the research hypothesis

Example: There is no difference between ranitidine vs placebo
in their effects on theophylline serum concentrations

b. Descriptive studies
(1). Do not need a hypothesis.

(2). Because their purpose is to describe how variables are distributed
(e.g., the prevalence of fast metabolizers in the population, etc.).

8. Sample Size Estimation
a. Experimental studies (those with a hypothesis)
(1) Estimating the number of subjects to observe the expected
difference in outcomes between study groups.

(2) Power - The ability of a study to detect a false null hypothesis
(Type I1 error)
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b. Descriptive studies.
(1) Estimating the number of subjects needed to produce descriptive
statistics (means, proportions, etc) of adequate precision.
9. Ethical Considertions.
a. General considerations.
b. International Ethical Guidelines for Biomedical Research (WHO).
c. Institutional Review Board (IRB).
d. Informed Consent.
THE PHYSIOLOGY OF RESEARCH: HOW IT WORKS
1. Designing the Study
a. The research question.
(1) What the investigator wants to answer (e.g., Does ranitidine effect the
metabolism of theophylline?).
(2) Impossible to study all subjects in the world (e.g., all subjects taking
ranitidine and theophylline together).
(3) Transformation of the research question to the study plan:
(a) Must change the question to that which can be answered by the study.
Example: Does ranitidine, compared to placebo, effect the
metabolism of theophylline in twelve normal Korean
adults at the Baptist Hospital in Pusan?
{(b) Must choose the variables that will represent the phenomena of interest.
Example: How do we measure the metabolism of theophylline? One
way might be to measure the pharmacokinetic parameter,

clearance, and consider it a measurement of metabolism.

(c) Must now express the simple research question in terms of the
objective of the study.

General outline to transform the research question into the study
objective: Don't ask is A better than B? Be specific, ask:
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"In population W, is drug A, at a daily dose X, more efficacious
in reducing Z over a period of time T, than drug B at daily dose Y?"'

Example:

Study Objective: To determine if concurrent administration of
ranitidine (150mg bid X 7 days) will impair the total body clearance
(C)) of orally administered SR-theophylline (10mg/kg/day X 7 days) in
healthy adult ethnic Koreans in China?

2. Implementing the Study

Research - Study - Actual
Question Design Protocol Implement  Study
External Internal
Validity Validity

3. The Errors of Research

a. All studies have some error.
b. Goal: to maximize internal and external validity...
so that the inferences can be applied to the study population.
c. Types of error. '
(1) Random error: a wrong result due to chance (unknown sources of variation)
(2) Systematic error: a wrong result due to bias
(3) Sampling error
(4) Measurement error
(5) Stistical errors
(a) Type I error: the rejection of a true null hypothesis
(b) Type Il error: the failure to reject a false null hypothesis.
(5) Inferential error: all of the above can lead to errors in making
inferences about the study results.
d. To get the right answer to the research question:
Design and implement the study to minimize inferential errors.

DESIGNING THE STUDY PROTOCOL
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1. Developing the Study Protocol

a. First step: establish the research question (previously discussed).
b. Four versions (steps) in the development of the study protocol:

Step (1) The Research Question: a one sentence statement of the research question

Step (2) Study Outline: a 1-2 page outline of the elements of the study.

Element Purpose

Research question (objectives) What questions will the study address?

Significance (background, Why are these questions important?
rationale) Literature review.

Design How will the study be carried out?
Time frame
Epidemiologic approach

Subjects Who are the subjects and how will
Selection criteria they be selected?
Sampling design

Variables What measurements will be made?
Predictor variables
Outcome variables

- Statistical Analysis How large is the study? How will the

Hypothesis data be analyzed? What statistical
Sample size estimation tests will be used?
Power :
Analytic approach

Ethical Considerations

Step (3) Study Protocol:
A fleshed in version of the 1-2 page outline.
Usually 5 to several hundred pages.
The main document used to plan the study.
Step (4) Operational Manual (Procedure Manual)
The main document used to guide clinical and laboratory procedures

and record the data.
A collection of:
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procedures
instructions
data collection forms

2. Making Inferences.
Inference: an important statistical concept.

The data obtained from the study of a small number of subjects are then used
to make an "educated guess" (inference) about the effects on the larger
population of interest.

SUMMARY

1. Anatomy of Research: the elements that make up the study plan
Research question
Design
Study subjects
Measurement approaches
Statistical Analysis

2. Physiology of Research: how the study works.

Inferences: The study results are used to make inferences about (1) what happened in the
study sample (internal validity) and about (2) events in the outside world (external
validity).

Error: The challenge is to design and implement a study plan with adequate control to
minimize random error (chance) and systematic error (bias).

3. Developing the Study Protocol.

Research question: a one sentence statement of the main question the investigator is
trying to answer.

Study Outline: a 1-2 page outline that lists the elements of the study.

Study Protocol: the completed study plan for carrying out the research.

Operational Manual: list of various clinical procedures, data collection form, etc.

4. Inferences.
Consider the main inferences that will be drawn from

a. the study subjects to the population
b. the study measurements to the phenomena of interest
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Consider the relationships between
a. the research question (what the investigator wants to answer in the world
outside)
b. the study plan (what the study is designed to answer)
c. the actual study (what the study actually finds, given the errors of
implementation)
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APPENDIX A: Protocol Qutline (Example)

Title of Research: The Effect of Ranitidine on Theophylline Metabolism in Ethnic Koreans in
China

I. INTRODUCTION

1. Synopsis of the medical problem to be evaluated.
2. Literature review,

3. Rationale for the present study.

4. Research question.

5. Hypothesis.

II. EXPERIMENTAL DESIGN

1. Research Objective.
2. Measurement Variables.
a, Predictor Variables
(1) Intervention variables (independent variables)
(2) Confounding variables
b. Response Variables (outcome variables, dependent variables)
3. Study design
4. Research definitions
a. Universe of interest.
b. Experimental unit.
c. Population of interest.
d. Sample
5. Subject Selection.
a. Selection criteria.
b. Sampling technique.
6. Sample size estimation.
7. Control of bias.
8. Randomization schedule (random assignment of subjects to treatment groups).
9. Drug Dosing regimen.
10. Adverse effects assessment.
11. Pharmacokinetic analysis.
12. Description of the data.
13. Statistical analysis.
a. Power (retrospective)
14. Measurement of theophylline serum concentrations.
15. Clinical procedures.
16. Facilities and equipment.
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III. ETHICAL CONSIDERATIONS.

1. General considerations.

a. International Ethical Guidelines for Biomedical Research
2. Institutional Review Board (IRB)
3. Informed Consent.

IV.FINANCES

1. Budget

2. Submitting a grant proposal.
3. Sources of income.

4. Expenses

V. LIMITATIONS OF THE STUDY.
VI. REFERENCES
VII. APPENDIX.

A. Study design: flow chart.

B. Data collection form

C. Time and event schedule.

D. Informed consent form.

E. Adverse effects assessment form

F. Description of data (tables, charts, figures, etc.)
G. Statistical Data
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Reprinted from Annals of Internal Medicine 1988;108:266-73.

Reprinted with permission.

Guidelines for Statistical Reporting in Articles for Medical Journals

Amplifications and Explanations

JOHN C. BAILAR i,

The 1988 edition of the Uniform Requirements for
Manuscripts Submitted to Biomedical Journals includes
guidelines for presenting statistical aspects of scientific
research. The guidelines are intended to aid authors in
reporting the statistical aspects of their work in ways that
are clear and helpful to readers. We examine these
guidelines for statistics using 15 numbered statements.
Aithough the information presented relates to manuscript
preparation, it will also help investigators in earlier stages
make critical decisions about research approaches and
protocols.

[MeSH terms: clinical protocols; clinical trials; eligibility
determination; manuscripts, medical; probability; random
allocation; statistics. Other indexing terms: blinding;
blocking; confidence intervals; international Committee of
Medical Journal Editors; matching; £ values; software;
statistical methods; stratification; study design; treatment
complications; Uniform Requirements for Manuscripts ]

In 1979, the group now known as the International Com-
mittee of Medical Journal Editors first published a set of
uniform requirements for preparing manuscripts to be
submitted to their own journals. These uniform require-
ments have been revised several times (1), and have been
widely adopted by other biomedical journais. In the 1988
revision (2), the Committee added guidelines for present-
ing and writing about statistical aspects of research. The
purpose of these guidelines is to assist authors in report-
ing statistical aspects of their research in ways that will
be responsive to the queries of editors and reviewers and
helpful to readers. .

We present the statistical guidelines as a sequence of 15
rsumbered statements, and amplify and explain some of
ths reasoning behind the guidelines. The material focuses
on manuscript preparation, but it should also be helpful
at earlier stages when critical decisions about research
approaches and protocols are made. This article does not
provide a short course in statistics because we can deal
with only a few important aspects of what should be re-
ported in publications about work already done, but we
provide references to general statistical texts. The Inter-
national Committee is not responsible for these amplifica-
tions; however, we have tried to present the spirit of the
Committee’s discussions as well as our own views.

The International Committee’s statistical guidelines
are as follows:

¥ From the Department of Health Policy and Management, School of Public
Health, Harvard University; Boston, Massachusetts; Office of Discase Prevention
and Health Promotion, U.S. Dept. of Health nnd Human Services, Washington,
D.C.; Department of Epidemiology and Bi McGill Uni ity; Montre-
al, Quebec, Canada.

M.D., Ph.D.; and FREDERICK MOSTELLER, Ph.D.; Boston, Massachusetts

Describe statistical methods with enough detail to enable a
knowledgeable reader with access to the original data to verify
the reported results. When possible, quantify findings and
present them with appropriate indicators of measurement error
or uncertainty (such as confidence intervals). Avoid sole reli-
ance on statistical hypothesis testing, such as the use of P val-
ues, which fails to convey important quantitative information.
Discuss eligibility of experimental subjects. Give details about
randomization. Describe the methods for, and success of, any
blinding of observations. Report treatment complications. Give
numbers of observations. Report losses to observation (such as
dropouts from a clinical trial). References for study design and
statistical methods should be to standard works (with pages
stated) when possible, rather than to papers where designs or
methods were originally reported. Specify any genecral-use com-
puter programs used.

Put general descriptions of methods in the Methods section.
When data are summarized in the Results section specify the
statistical methods used to analyze them. Restrict tables and
figures to those needed to explain the argument of the paper and
to assess its support. Use graphs as an alternative to tables with
many entries; do not duplicate data in graphs and tables. Avoid
non-technical uses of technical terms in statistics, such as *“ran-
dom” (which implies a randomizing device), “‘normal,” “sig-
nificant,” *‘correlation,” and “sample.” Define statistical terms,
abbreviations, and most symbols.

Our general approach is that scientific and technical
writing should be comprehensible at the first reading for
the average reader who is knowledgeable about the gener-
al area but not a subspecialist in the specific topic of
investigation.

1. Describe statistical methods with enough detsil to
enable a knowledgeable reader with access to the original
data to verify the reported results.

Authors should report which statistical methods they
used, and why. In many instances they should also report
why other methods were not used, although this is rarely
done.

Readers must be told about weaknesses in study design
and about study strengths m enough detail to form a

clear and accurate impression of the reliability of the

data, as well as any threats to the validity of findings and
interpretations. Such details are often omitted, although
investigators probably know them (3, 4).

The researcher must decide which statistical measures
and methods are appropriate, given that a statistical goal
has been defined. Investigators often have a choice: Mean
or median? Nonparametric test or normal approxima-
tion? Adjustment, matching, or stratification to deal with
confounding factors? Choosing statistical methods gener-
ally requires an appreciation of both the problem and the
data, and an experienced biostatistician, statistician, or
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epidemiologist can often provide substantial help. This
help ideally begins before the study, because the founda-
tion for reporting one's findings is laid before the study
even begins.

Trying several reasonable statistical methods is often
appropriate, but this strategy must be disclosed so .that
‘readers can make their own adjustments for the authors’
industriousness or skill in fishing through the data for a
favorable result. Whatever statistical task is defined, it is
inappropriate, and indeed unethical, to try several meth-
ods and report only those results that suit the investiga-
tor. Results of overlapping methods need not be present-
ed separately when they largely agree, but authors should
state what additional approaches were tried, and that
they did agree. Of course, results that do not agree also
should be given, and investigators may sometimes find
that such disagreements arise from important and unex-
pected aspects of the data.

Units should always be specified in text, tables, and
figures, although not necessarily every time a number ap-
pears if the unit is clear to the reader. Often, careful
choice of units of measurement can help clarify and unify
the study question, biological hypothesis, and statistical
analysis. Careful reporting of units can also help to avoid
serious misunderstanding. Are quantities in milligrams or
millimoles? Are rates per 10000 or per 100 000? Does a
figure show number of different patients, or number of

myocardial infarcts among those patients (including.

second infarcts), or number of admissions to a given hos-

pital (including readmissions)? Research investigators-

often use an abbreviated language that is clear to their
colleagues, but they may have to make a special effort to
assure that such usage will not confuse nonspecialists, or
even other experts.

2. When possible, quantify findings and present them -

with appropriate indicators, of measurement error or.un-
certainty (such as confidence intervals).

Investigators have to choose a way to report their find-
ings. The most useful ways give information about the
actual outcomes, such as means and standard deviations
as well as confidence intervals. The tendency to report a
test of significance alone—rather than with this addition-
al' information—should be resisted, although a signifi-
cance test in the context of other information may be
helpful.

Readers have many reasons for studying a research
report. One reason is to find out how a particular treat-
ment does in its own right, not just in comparison with
another treatment. At a minimum, readers should be of-
fered the mean and standard deviation for every appro-
priate - outcome variable. Significance levels (P values),
such as P = 0.03, are often reported to show that the
difference seen or some other departure from a standard
(a null hypothesis) had little probability of occurring if
chance alone was the cause. Merely reporting a P value
from a significance test of differences loses the informa-
tion about both the average level of performance and the
variability of individual outcomes for the separate treat-
ments.

Exact P values rather than statements like “P < 0.05

or “P not significant” should be reported where possible
so that readers can compare the calculated. value of P
with their own choice of critical values. In addition, other
investigators may need exact values of P if they are'to
combine results of several separate studies.

In independent samples, information about means,
standard deviations;-#fd sample sizes can often be readily
converted to a significance test and thus into a P value.
From the P value alone, none of the others can be recon-
structed, so that important information is lost when only
a P value is reported (5, 6). :

Make clear whether a reported standard deviation is
for the distribution of single observations, or for the disf
tribution of means (standard errors), or for the distribu-
tion of some other statistic such as the difference between
two means. If the standard deviation for single obsc'rvaf
tions is given, together with sample sizes, then in inde-
pendent samples the reader can compute the other stan-
dard deviations.

Each statistical test of data implies both a specific null
hypothesis about those data (such as “*“The 60—day'suiviv7
al rate in Group A equals that in Group B,” so that the
difference is zero) and a specific set of alternative hypoth-
eses (such as “The survival rate is different in Group B,”
which allows for a range of values for the difference). It
is critical that both the null hypothesis and the alterna-
tives be clearly statel, although many authors fail to do
so. Clear reporting will not only help readers, it is also
likely to reduce the frequency of abuse of P values.

It is critical also that authors specify how and when
they developed each null hypothesis in relation to thcu'
consideration of the data. Statistical theory requires that
null hypotheses be fully developed before the data are
examined—indeed, before even the briefest view of pre-
liminary results. Otherwise, P values cannot be interpret-
ed as meaningful probabilities.

Authors should always specify whether they are using
two-tail or one-tail tests.

3. Avoid sole reliance on statistical hypothesis testing,
such as the use of P values, which fails to convey impor-
tant quantitative information.

Confidence intervals offer a more informative way to
deal with the significance test than does a simple P value.

‘Confidence intervals for a single mean or a proportion

provide information about both level and variability.
Confidence intervals on a difference of means or propor-
tions provide information about the size of difference and
its uncertainty, but not about component means, and
these should be given.

A significance test of observed ‘data, generally to deter-
mine whether the (unknown) means of two populations
are different, usually winds up with a score that is re-
ferred to a table, such as a ¢-, normal- or F-table. The
table then presents the P value.

Although confidence limits offer appraisals of variabili-
ty and uncertainty, in some studies, such as certain large
epidemiologic and demographic studies, biases are often
greater threats to the validity of inferences than ordinary
random variability (expressed in the standard deviation).
Coding or typing errors may -exaggerate the number of
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deaths from a cause, nonresponse to treatment may be
selective (those patients more ill being less likely to re-
spond), and so on. Although the potential sources of bias
are many, books on applied statistics, epidemiology, and
demography alert the research worker to common diffi-
culties, and often to steps that may be taken toward their
amelioration.

,. 4. Discuss eligibility of experimental subjects.

Reasons for and methods of selecting patients or other
study units should always be reported, and if the selec-
tion is likely to matter, the reasons should be reported in
detail. The full range of potentially eligible subjects, or
the scope of the study, should be precisely stated in terms
that readers can interpret. It is not enough to say that the
natural history of a condition has been seen in “100 con-
secutive patients.”” How do these patients compare with
what is already known about the condition in terms of
age, sex, and other factors? Are patients from an area or
population that might be special? Are patients from an
“unselected” series with an initial diagnosis, or do they
include referral patients (weighted with less serious or
more serious problems)? In comparing outcomes for pa-
tients who underwent surgery to outcomes for patients
treated medically, were the groups in similar physical
condition initially? What about probable cases not
proved? Many other questions will arise in specific in-
stances. Sometimes information is obvious (for example,
if the investigator studied patients from one hospital be-
cause that is where he or she practices). Other questions
about scope need answers. (Why begin on 1 January
1983? Why include only patients admitted through the
emergency room?) Authors should try to imagine them-
selves as readers who know nothing about the study.

Although every statistically sound study has such
*“scope” criteria to determine the population sampled by
the investigator, many also have more detailed “eligibili-
ty” criteria. Medical examples include the possible exclu-
sion of patients outside a specified age range, those previ-
ously treated, those who refuse randomization or are too
ill to answer questions, and other groups.

Which criteria are used to establish scope and which
are used to establish eligibility may be uncertain, al-
though both must be reported. Scope pushes study
boundaries outward, toward the full range of patients or
other study units. that might be considered as subjects,
whereas eligibility rules narrow the scope by removing
units that cannot be studied, that may give unreliable
results, that are likely to be atypical (for example, the
extremes of age), that cannot be studied for ethical rea-
sons (for example, pregnant women in some drug stud-
ies), or that are otherwise not appropriate for individual
study. .

The first goal is to state both scope and eligibility so
that another knowledgeable investigator, facing the same
group of patients or other study units, would make nearly
the same decisions about including patients in the study.

The second goal is to provide readers with a solid link
between the patients or cases studied and the population
for which inferences will be made. Both scope and eligi-
bility constraints can introduce substantial bias when re-

sults are generalized to other subjects, and readers need
enough information to make their own assessment cf this
potential. Thus, reasons for each eligibility criterion
should be stated. The two critical elements in setting the
base for generalization are first to document each exclu-
sion under the eligibility criteria with the reasons for that
exclusion; and second, to present an accounting (often in
a table) of the difference between patients falling within
the scope of the study and those actually studied. The
article should also say how patients excluded for miore
than one reason are handled; common approaches are to

. show specific combinations or to use a priority sequence.

Such information helps the reader better understand how
the study group is related to the population it came from,
and also helps to assure that all omissions are accounted
for. It should be so stated if no subject was ineligible for
more than one reason.

Another critical element in reporting is to say how and
when the scope and eligibility criteria were devised. Were
scope and eligibility criteria set forth in a written proto-
col before work was started? Did they evolve during the
course of the study? Were some eligibility criteria added
at the end to deal with some problems not foreseen? For
example, a written protocol might call for the study of
“all” patients, but if only 5% of patients were female,
they might be sgt aside at this point—especially if ihey
are thought to differ from male patients in ways relevant
to the subject of the study.

5. Give details about randomization.

The reporting of randomization needs special attention
for two reasons. First, some authors incorrectly use “ran-
dom’™ as a synonym for “haphazard.” To prevent misun-
derstanding, simply tell readers how the randomization
was done (coin toss, table of random numbers, cards in
sealed envelopes, or some other method). Readers will
then know that a random mechanism was in fact applied,
and they can also judge the likelihood that it was subject
to bias or abuse (such as peeking at cards). Second, ran-
domization can enter in many ways. For example, a sam-
ple may be selected from a larger population at random,
or study patients may be randomly allocated to treat-
ments, or treated patients may be randomly given one or
another test. Thus, it is not enough just to say that a
study was “randomized.” The many possible roles of ran-
domization can be dealt with by careful reporting to as-
sure there is no ambiguity.

Even with randomization, imbalances occur, with their
predicted frequency, and these may need attention even if
they do not call for special steps in the analysis. Stratifi-
cation or matching may be used in combination with ran-
domization to increase the similarity between the treated
and control groups, and should be reported. Sometimes
an assessment of the efficacy of stratification or matching
in overcoming the imbalance is feasible; if so, it shouild.be
done and reported.

If the randomization was “blocked™ (for example, by
arranging that within each successive group of six pa-
tients, three are assigned to one treatment and three to
another), reasons for blocking and the blocking factors
should be given. Blocking should ordinarily affect statisti-
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cal analysis, and authors should say how they used block-
ing in their analysis or why they did not.

6. Describe the methods for, and success of, any blind-
ing of observations. '

“Blinding,” sometimes called ‘‘masking,” is the con-
cealment of certain information from patients or mem-
bers of the research team during phases of a study. Blind-
ing can be used to good effect to reduce bias, but because
it can be applied in different ways, a research report
should be explicit about who was blinded to what. An
unadorned statement that a study was “blind” or *““double
blind” is rarely enough.

Patients may be blinded to treatment, or to the time
that certain observations are made, or to preliminary
findings regarding their progress. A decision to admit a
patient to a study may be made blind to that patient’s
specific circumstances, and a decision that a patient ran-
domized to treatment was not eligible may be made blind
to the assigned treatment. The observer who classifies
clinical outcomes may be blinded to the treatment, as
may be the pathologist who. interprets specimens or the
technician who measures a chemical substance. These
and other efforts to prevent bias by blinding should be
reported in enough detail for readers to understand what
was done.

The effectiveness of blinding should also be discussed
in any situation where the person who is blinded may
learn or guess the concealed information, such as by side
effects that may accompany one treatment but not anoth-
er. Such discoveries are particularly important for
observations reported by patients themselves and for
third-party observations of endpoints with a subjective
component, such as level of patient activity.

A particularly critical aspect of blinding is whether the
decision to admit a patient to a study was made before
(or otherwise entirely and demonstrably independent of)
any decision about choice of treatment to be used or of-
fered. Where random allocation to treatments is used, the
timing of randomization in relation to the decision to
admit a patient should always be stated.

7. Report treatment complications.

Any intervention, or treatment, has some likelihood of
causing unintended effects, whether the study is of a cell
culture, a person, an ecologic community, or a hospital
management system. Side effects may be good (quitting
smoking reduces the risk of heart disease as well as the
risk of lung cancer) or bad (drug toxicity). Side effects
may be foreseen or unexpected. In most studies side ef-
fects will be of substantial interest to readers. Does a drug
cause so much nausea that patients will not take it? If we
stock an ecologic area with one species, what will happen
to a predator? Does a new system for scheduling the pur-
chase of hospital supplies at lower overall cost change the
likelihood that some item will be exhausted before the
replacement stock arrives?

Nearly every medical treatment carries some risk of
complications—that is, of unintended adverse effects.
Such effects should be sought at least as assiduously as
beneficial effects, and they should be reported objectively

and in detail. Treatment failure often gives the most use- _

ful information from a study. If no adverse effects can be
found, the report should say so, with an explanation of
what was done to find them.

8. Give numbers of observations.

The basic observational units should be clearly speci-
fied, along with any study features that might cause basic
observations to be correlated. A study of acid rain might
take samples of water from five different depths in each of
seven different lakes—35 measurements in all. But the
relevant sample size for one or another purpose may be
five (depths), or seven (lakes), or 35 (depths in diﬁ'erént
lakes). In a metaanalysis of such work (7) the whole
study may count as only a single observation. Lake water
may tend to mix, so that five samples from different
depths tell little more about acidity than a single sample;
or lake-to-lake differences may be small within a geo-
graphic region, so that the study of one lake effectively
studies them all. e

Similarly, a study in several institutions of rates of in-
fection after surgery may be considered to have a sample
size of three hospitals, 15 surgeons, 600 patients, or 3000
days of observation after surgery. But infection rates may
differ so much by hospital or surgeon that it is more
important to include many hospitals or surgeons, perhaps
with only a few patients from each, than to have large
samples per surgeon. ' ’

Reporting decisions fbout the basic unit of observation
and about sample size, as well as proper method of analy-
sis, may require an informed understanding of statistics
as well as the subject matter. The analysis and reporting
of correlated observations, such as the water samples and
the infection rates described above, raise difficult issues of
statistical analysis that often require expert statistical
help.

A different kind of problem arises from ambiguity in
reporting ratios, proportions, and percents, where the de-
nominator is often not specified and may be unclear to
readers. Authors should be meticulous about specifying
which study units are included in denominators (which
then specifies the group examined) each time there may
be any uncertainty.

Whatever the investigators adopt as their basic unit of
observation, relationships to and possible correlations
with other units must be discussed. Such internal rela-,
tionships can sometimes be used to strengthen an analysis
(when a major source of difference is balanced or held
constant), and sometimes they weaken the analysis (by
obscuring a critical limitation on effective sample size).
Complicated data structures require special attention in
study reporting, not just in study design, performance,
and analysis.

9. Report losses to observation (such as dropouts
from a clinical trial).

When the sample size for a table, graph, or text state-
ment differs from that for a study as a whole, the differ-
ence should be explained. If some study units are omitted
(for example, patients who did not return for 6-month
follow-up), the reduced number should be reconciled
with the number eligible or expected by readers. Report-
ing of losses is often easiest in tables, where entries such
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as ‘“patients lost,” ‘samples contaminated,” “not
eligible,” or “not available” (for example, no 15-meter
sample from a lake with a maximum depth of 10 meters)
can account for each study unit.

Loss of patients to follow-up, including losses or exclu-
sions for noncompliance, should generally be discussed in
depth because of the likelihood that patients lost are
atypical in critical ways. Have patients not returned for
examination because they are well? Because they are still
sick and have sought other medical care? Because they
are dead? Because they do not wish to burden a physician
with a bad outcome? Failure to discuss both reasons for
loss (or.other termination of follow-up) and efforts to
trace lost patients are common and serious. Similarly,
issues of noncompliance (reasons, as well as numbers)
are often slighted by authors.

10. References for study design and statistical meth-
ods should be to standard works (with pages stated)
when possible rather than to papers where designs or
methods were originally reported.

. An original paper can have great value for the method- -

ologist, but often does little to explain the method and its
implications or the byways of calculation or meaning that

may have emerged since the method was first reported.’

Standard works such as textbooks or review papers will
usually give a clearer exposition, put the method in a
larger context, and give helpful examples. The notation
will be the current standard, and the explanation will
orient readers to the general use ‘of the method rather
than the specific and sometimes peculiar use first report-
ed. For example, it would be hard to recognize Student’s
t-distribution ‘in his original paper; indeed, “¢”" was not
even mentioned. Exceptions to the general advice about

using textbooks, review papers, or other standard works-

occur where the original exposition is best for communi-
cation and where it is the only one available.

11. Specify any general-use computer programs used.

General-purpose computer programs should be speci-
fied, with the computer that ran them, because such pro-
; rams are sometimes found to have errors (8). Readers
i..ay also wish to know about these programs for their
own use. In contrast, programs written for a specific task
need not be documented, because readers should already
be alert to the likelihood of errors in ad hoc or “‘private”
programs, and because they will not be able to use the
same programs for their own work.

12. Put general descriptions of statistical methods in
the Methods section. When data are summarized in the
Results section, specify the statistical methods used to
analyze them. :

Where should statistical methods be described? There
are good arguments for putting such material in one
place, usually in the Methods section of a paper, but our
preference (9) is generally to specify statistical methods
at the places where their uses are first presented. Methods
may differ slightly from one to another application within
a given paper; and decisions about which results to report
in full, or which methods to use in exploring critical or
unexpected findings, generally depend on the data and
earlier steps in the analysis. Keeping the specification of

statistical methods close to their point of application will
sometimes lead to more thought about choices and to
better discussion of why a particular method was used in
a particular way. Some editors, as well as some of our
statistical colleagues, disagree, and authors should follow
the instructions of the journal to which they submit their
work.

Statements such as “‘statistical methods included anal-
ysis of variance, factor analysis, and regression, as well as
tests of significance,” when divorced from the outcomes
or reasons for their use, give the reader little help. On the
other hand, if the only method was the use of chi-squared
tests for 2 X -2 contingency tables, that fact might be suf-
ficiently informative.

Some general suggestions about reporting clinical trials
have been discussed by Mosteller and associates (10).

13. Restrict tables and figures to those needed to ex-
plain the argument of the paper and to assess its support.
Use graphs as an alternative to tables with many entries;
do not duplicate data in graphs and tables.

Authors have an understandable wish to tell readers
everything they have learned or surmised from their data,
but economy is much prized by scientific readers as well
as editors. A basic point is that economy. in writing and
exposition gives an article its best chance of being read.
Although many tables may help support the same basic
point, and might Bt appropriate in a monograph, an arti-
cle generally requires only enough information to make
its point-—the mathematician’s concept of “‘necessary and
sufficient.” ]

There are pccasional exceptions. Sometimes the study
generates data that have consequences beyond the article.
For example, if information about certain biological or
physical constants is obtained, it should be retained in the
article. An author should inform the editor of this situa-
tion in a cover letter. Sometimes such data need to be
preserved, but not in the article itself; many journals have
some plan for the preservation and documentation of un-
published supporting material. Such plans are often men-
tioned in a journal's instructions to authors.

Whether tables or graphs better present material is
sometimes a’ vexing question. Some readers go blind
when faced with a table of numbers; others have no idea
how to read graphs; unfortunately, these groups are not
mutually exclusive, and some users of statistical data
need to see quantitative findings in text. Overall there is a
general failure to tolerate or understand the problems of
any group that does not include oneself. Most of what we
know about tables and graphs comes from the personal
experiences of a few scholars, and little scientific informa-
tion has been gathered on these subjects. Cleveland (11)
has begun some scientific studies of what information can
be communicated with graphs (for example, many peo-
ple read bar charts better than pie charts). Tufte (12)
has a beautiful book on the art of graphics.

In the field of tabular presentation, even less scientific
investigation has been done, but there seems to be much
value in some rules proposed by Ehrenberg (13): Give
marginal (row and column) averages to provide a visual
focus. Order the rows and columns of the table by the
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Table 1. infant Mortality Rates in the United States, All Races, 1964 to 1966, by Geographic Region and Level of Father's Education®

Region Education of Fathers (in Years of Schooling)

<8 9-11 12 13-15 >16
Northeast 25.32 25.29 18.26 18.29 16.34
North Central 32.09 29.04 18.78 24.32 19.02
South 38.81 31.02 1933 15.66 16.79
West 25.37 21.09 20.29 23.97 17.52

* Data given as number of deaths per 1000 live births. Adapted from a report of the U.S. Department of Héalth, Education, and Welfare (14).

marginal averages or some other measure of size or other
logical order (keeping to the same order if there are
many similar tables). Put figures to be compared into

columns rather than rows (with larger numbers on toﬁ if

possible). Round to two effective (significant) digits. Use
layout to guide the eye and facilitate comparisons. In the
text give brief summaries to lead the reader in the main
patterns and exceptions.

To show the effect of Ehrenberg’s rules, we devised
Table 1 showing data on infant mortality, and we used
Ehrenberg’s rules to produce Table 2. Our primary inter-
est is in the association of the father’s education with
infant mortality, with a secondary interest in region.

Table 1 is obviously “busy” with four-digit numbers,
and we have reduced them to two digits. Table 2, with
fewer digits, is easier to read although it has more num-
bers.

Because our primary interest is in the father’s educa-
tion, we put years of education in the rows.

We want the big numbers at the top of the table, so in
arranging the rows we started with the lowest level of
education rather than the highest. We did not reorder the
rows because years of education already provided an or-
der. The regions were reordered according to their aver-
age values. The issue of whether to put northeast or north
central first depends on whether we want to emiphasize
what is best or what is poorest. Some people like to have
numbers rising as the eye goes from left to right.

We have added averages for the rows and for the col-
umns, and given the grand mean without additional deci-
mals to keep the table simple.

The text might read as follows: “The table shows that
the infant death rate has a grand mean of 23 per 1000 live
births. Lower education of the father is associated with
higher infant mortality, but education beyond the com-
pletion of high school (12 years) seems to have no fur-
ther beneficial effect on the infant mortality rate. The
northeast and west have the lowest rates, and the south

did slightly better than the north central region. Father’s
education seems to matter more than region of the coun-
try, a variation of 13 deaths per 1000 births for education
(range, 30 to 17) compared with 5 for regions (range, 20
to 25). The highest rate seen was in Southern families
whose father had no more than a grammar school educa-
tion (no more than 8 years). The lowest rate was 16, the
highest 39, a ratio of nearly two and a half.”

14. Avoid non-technical uses of technical terms in sta-
tistics, such as *random™ (which implies a randomizing
device), ‘“normal,” “significant,” ‘“correlation,” and
“sample.”

Many words in statistics, and in mathematics more
generally, come from everyday language and yet have
specialized meanings. Thus, when statistical reporting is
an important part of a paper, the author should not use
statistical terms in thefr everyday meanings.

The family of normal (or Gaussian) distributions re-
fers to a collection of probability distributions described:
by a specific formula. The distribution of usual or average
values of some quantity found in practice is rarely “nor-
mal” in ihe statistical sense, even when the data have a
generally bell-shaped distribution. Normal also has many
other mathematical meanings, such as a line perpendicu-
lar to a plane. When we mix these meanings with the
meaning of “normal” for a patient without disease, w
have the makings of considerable confusion. :

Significance and related words are used in statistics,
and in scientific writing generally, to refer to the outcome
of a formal test of a statistical hypothesis or test of signifi-
cance (essentially the same thing). Significant means that
the outcome of such a test fell outside a chosen, predeter-
mined region. Careful statisticians and other scientists
often distinguish between statistical and medical or social
significance. For example, a large enough sample might
show 'statistically significant differences in averages on
the order of one tenth of a degree in average body tem-
perature of groups of humans. Such a difference might be

Table 2. Infant Mortality Rates in the United States, All Races, 1964 to 1966, by Geographic Region and Level of Father's Education®

Education Region Average
Northeast West South North Central
<8 25 25 39 32 30
9-11 25 21 31 29 27
12 18 20 19 19 19
13-15 18 24 16 : 24 P3|
>16 16 18 17 19 17
Average 20 22 24 25 23

* Data given as number of deaths per 1000 live births. Adapted from a report of the U.S. Department of Health, Edl;calion. and Welfare (14).
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regarded as of no biological or medical significance. In
the other direction, a dietary program that reduces
weight by an average of 5 kg might be regarded as impor-
tant to health, and yet this finding may not be well estab-
lished, as expressed by statistical significance. Although
the 5 kg is important, the data do not support a firm
conclusion that a difference has actually been achieved.

"Association is. a usefully vague word to express a rela-
tion between two or more variables. Correlation, a more
technical term, refers to a specific way to measure associ-
ation, and should not be used in writing about statistical
findings except in referring to that measure.

Sample usually refers to an observation or a collection
of observations gathered in a well-defined way. To de-
scribe a sample as having been drawn at random means
that a randomizing device has been used to make the
choice, not that some haphazard event has created the
sample, such as the use of an unstructured set of patient
referrals to create the investigator’s control group.

15. Define statistical terms, abbreviations, and most
symbols.

Although many statistical terms such as mean, me-
dian, and standard deviation of the observations have
clear, widely adopted definitions, different fields of en-
deavor often use the same symbols for different entities.
Authors have extra difficulty when they need to distin-
guish between the true value of a quantity (a parameter
such as a population mean, often symbolized by the
Grecek letter p) and a sample mean (often written as x).

We usually take for granted the mathematical symbols
=, +, —, and /, as well as the usual symbols for inequal-
ities (greater than or less than); we do the same for pow-
ers such as xJ, and for the trigonometric and logarithmic
abbreviations such as sin, cos, tan, and log, although it is
well to report what base the logarithms are using. Typog-
raphy for ordinary multiplication differs, but is rarely a
problem. Generally, symbols such as r for the correlation
coefficient should be defined, as should n or N for the
sample size, even though these are widely used.

Terms like reliability and validity are much more diffi-
cult, and they should always be defined when they are
used in a statistical sense.

One difficulty with an expression such as 2 - b, even
when a is a sample mean, is that b has many possibilities.
(Some journals prefer the notation a(b), but the ambigu-
ities remain unchanged.) The author may use b for the
observed sample standard deviation of individual mea-
surements, or the standard error of the mean, or twice
the standard error of the mean, or even the interquartile
range, depending on the situation. The commonest ambi-
guity is not knowing whether b represents the standard
deviation of individual observations or the standard error
of the statistic designated by a. And no single choice is
best in all situations. If the measure of variability is used
only to test the size of its associated statistic, as for exam-
ple in a P value to test whether a correlation coefficient
differs from zero, then use the standard error. If the mea-
sure of variability needs to be combined with other such
measures, the standard deviation of single observations is
often more useful.

The same difficulty occurs with technical terms. A
danger is that a special local language will become so
ingrained in a particular research organization that its
practitioners find it difficult to understand that their use
of words is not widespread. Nearly every laboratory has
special words that need to be defined or eliminated in
reports of findings.

When one or two observations, terms, or symbols are
not defined, readers may be able to struggle along. When
several remain uncertain, readers may have to gnve up
because the possibilities are too numerous.

A well-established convention is that mathematicai
symbols should be printed in italics (15-17). This prac-
tice has many advantages, including the reduction of am-
biguity when the same character is commonly used tc
designate both a physical quantity and a mathematical or
statistical quantity. In typescripts, an underline is gener-
ally used to indicate that a character is to be printed in
italics, and authors may need to give special instructions
to editors or printers if underlines are used for other pur-
poses, such as to designate a mathematical vector (which
might be printed both underlined and in italics).
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SPECIAL REPORT

UNIFORM REQUIREMENTS FOR
MANUSCRIPTS SUBMITTED TO
BIOMEDICAL JOURNALS

INnTERNATIONAL COMMITTEE OF MEDICAL JOURNAL
Epirors*

In the 12 years since it was first published, the “Uniform
Requirements _for Manuscripts Submilted to Biomedical Jour-
nals” (the Vancouver style), developed by the International
Committee of Medical Journal Editors, has been widely accept-
ed by both authors and editors; over 400 journals have stated
that they will consider manuscripts that conform to its require-
ments. This is the fourth edition of the Uniform Requirements,
the first to be published in the Journal, which now serves as
coordinator of the ICMJE in North America.

In January 1978 a group of cditors from some major
biomedical journals published in English met in Van-
couver, British Columbia, and decided on uniform
technical requirements for manuscripts to be submit-
ted to their journals. These requirements, including
formats for bibliographic references developed for the
Vancouver group by the National Library of Medi-
cine, were published in three of the journals early in
1979. The Vancouver group evolved into the Interna-
tional Committee of Medical Journal Editors. Over
the years, the group has revised the requirements
slightly; this is the fourth edition.

.Over 400 journals have agreed to receive manu-
scripts prepared in accordance with the requirements.
1t is important to emphasize what these requirements
imply and what they do not. .

First, the requirements are instructions to authors
on how to prepare manuscripts, not to editors on pub-
lication style. (But many journals have drawn on these
requirements for elements of their publication styles.)

Second, if authors prepare their manuscripts in the
style specified in these requirements, editors of the
narticipating journals will not return manuscripts for
changes in these details of style. Even so, manuscripts
may be altered by journals to conform with details of
their own publication styles.

Third, authors sending manuscripts to a participat-
ing journal should not try to prepare them in accord-
ance with the publication style of that journal but
should follow the “Uniform Requirements for Manu-
scripts Submitted to Biomedical Journals.”

*Members of the committee are Suzanne and Robest Fletcher (Annals of Inter-
nal Medicine), Laurel Thomas (Medical Journal of Australia), Stephen Lock
(British Medical Journal), Geosge D. Lundberg (Journal of the American Medi-
cal Association), Robin Fox (Lancet), Magne Nylenna (Tidsskrift for den Norske
Laegeforening), Lois Ann Colaianni (Index Medicus), Amold S. Relman and
Marcia Angell (New England Journal of Medicine), Povi Riis (Journal of the
Danish Medical Association, Danish Medical Bulletin), Richard G. Robinson
(New Zealand Medical Journal), Bruce P. Squires (Canadian Medical Associ-
ation Journal), and Linda Clever (Western Journal of Medicine). Address corre-
spondence to Editor, the New England Journal of Medicine, or Editor, British
Medical Journal.

Nevertheless, authors must also follow the instruc-
tions to authors in the journal as to what topics are
suitable for that journal and the types of papers that
may be submitted — for example, original articles,
reviews, or case reports.- In addition, the journal’s
instructions are likely to contain other requirements
unique to that journal, such as number of copies of
manuscripts, acceptable languages, length of articles,
and approved abbreviations.

Participating journals are expected to state in their
instructions to authors that their requirements are
in accordance with the “Uniform Requirements for
Manuscripts Submitted to Biomedical Journals” and
to cite a published version.

This document will be revised at intervals. Inquir-
ies and comments from Central and North America
about these requirements should be sent to Editor, the
New England Journal of Medicine, 10 Shattuck St., Bos-
ton, MA 02115; those from other regions should be
sent to Editor, British Medical Journal, British Medical
Association, Tavistock Sq., London WCIH 9JR,
United Kingdom. Note that these two journals pro-
vide secretariat services for the International Commit-
tee of Medical Journal Editors; they do not handle
manuscripts intended for other journals. Papers in-
tended for other journals should be sesit directly to the
offices of those journals.

SuMMARY OF REQUIREMENTS

Type the manuscript double-spaced, including title page, 2b-
stract, text, acknowledgments, references, tables, and legends.

Each manuscript component should begin on a new page, i the
following sequence: title page; abstract and key words; text; ac-
knowledgments; references; tables (each table complete with title
and footnotes on a separate page); and legends for illustrations.

Iliustrations must be good-quality, unmounted glossy prints,
usually 127 X 173 mm (5 X 7 in.), but no larger than 203 X 254
mm (8 X 10 in.).

Submit the required number of copies of manuscript and figures
(see journal’s instructions) in a heavy paper envelope. The submit-
ted manuscript should be accompanied by a covering letter, as de-
scribed under Submission of Manuscripts, and permissions to re-
produce previously published material or to usc illustrations that
may identify human subjects.

Follow the journal's instructions for transfer of copyright. Au-
thors should keep copies of everything submitted.

'
Prior AND DupPLICATE PUBLICATION

Most journals do not wish to consider for publication a paper on
work that has already been reported in a published paper or is
described in a paper submitted or accepted for publication else-
where. This policy does not usually preclude consideration of a
paper that has been rejected by another journal or of a complete
report that follows publication of a preliminary report, usuaily in
the form of an abstract. Nor does it prevent consideration of a paper
that has been presented at a scientific meeting if not published in
full in a proceedings or similar publication. Press reports of the
mecting will not usually be considered as breaches of this rule, but
such reports should not be amplified by additional data or copies of
tables and illustrations. When submitting a paper an author should
always make a full statement to the editor about all submissions and
prcvious reports that might be regarded as prior or duplicate pubii-
cation of the same or very similar work. Copies of such material
should be included with the submitted paper to help the editor
decide how to deal with the matter.

Multiple publication — that is, the publlcauon more than once of
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the same study, irrespective of whether the wording is the same — is
rarely justified. Secondary publication in another language is one
possible justification, provided the following conditions are met.

(1) The editors of both journals concerned are fully informed; the
editor concerned with secondary publication should have a photo-
copy, reprint, or manuscript of the primary version.

(2) The priority of the primary publication is respected by a
publication interval of at least two weeks.

(3) The paper for secondary publication is written for a different
group of readers and is not simply a translated version of the pri-
mary paper; an abbreviated version will often be sufficient.

(4) The secondary version reflects faithfully the data and inter-
pretations of the primary version.

(5) A footnote on the title page of the secondary version informs.
readers, peers, and documenting agencies that the paper was edited,:

and is being published, for a national audience in parallel with a
primary version based on the same data and interpretations. A
suitable footnote might read as follows: “This article is based on-a

study first reported in the [title of journal, with full reference).”’

Multiple publication other than as defined above is not accept-
able to editors. If authors violate this rule they may expect appro-
priate editorial action to be taken.

Preliminary release, usually to public media, of scientific infor-
mation described in a paper that has been accepted but not yet
published is a violation of the policies of many journals. In a few
cases, and only by arrangement with the editor, preliminary release
of data may be acceptable — for example, to warn the public of
health hazards.

PREPARATION OF MANUSCRIPT

Type the manuscript on white bond paper, 216 X 279 mm
(8% X 11in.) or ISO A4 (212 X 297 mm), with margins of at least
25 mm (1 in.). Type only on one side of the paper. Use double-
spacing throughout, including title page, abstract, text, acknowl-
edgments, references, tables, and legends for illustrations. Begin
cach of the following sections on separate pages: title page, abstract
and key words, text, acknowledgments, references, individual ta-
bles, and legends. Number pages consecutively, beginning with the
title page. Type the page number in the upper or lower right-hand
corner of .each page.

Title Page

The title page should carry (a) the title of the article, which
should be concise but informative; (b) first name, middle initial, and
last name of each author, with highest academic degree(s) and
institutional affiliation; (c) name of department(s) and institu-
tion(s) to which the work should be attributed; (d) disclaimers, if
any; (e) name and address of author responsible for correspondence
about. the manuscript; (f) name and address of author to whom
requests for reprints should be addressed or statement that reprints
will not be available from the author; (g) source(s) of support in the
form of grants, equipment, drugs, or all of these; and (h) a short
running head or foot line of no more than 40 characters (count
letters and spaces) placed at the foot of the title page and identified.

Authorship

All persons designated as authors should qualify for authorship.
The order of authorship should be a joint decision of the coauthors.
Each author should have participated sufficiently in the work to
take public responsibility for the content.

Authorship credit should be based only on substantial contribu-
tions to {a) conception and design, or analysis and interpretation of
data; and to (b) drafiing the article or revising it critically for impor-
tant intellectual content; and on (c) final approval of the version to
be published. Conditions (a), (b), and (c) must all be met. Partici-
pation solely in the acquisition of funding or the collection of data
does not justify authorship. General supervision of the research
group is also not sufficient for authorship. Any part of an article
critical to its main conclusions must be the responsibility of at least
one author.

A paper with corporate (collective) authorship must specify the
key persons responsible for the article; others contributing to the
work should be recognized separately (see Acknowledgments).

Editors may require authors to justify the assignment of au--
thorship.

Abstract and Key Words

The second page should carry an abstract (of no more than 150
words for unstructured abstracts or 250 words for structured ab-
stracts). The abstract should state the purposes of the study or
investigation, basic procedures (selection of study subjects or labo-
ratory animals; observational and analytical methods), main find-
ings (give specific data and their statistical significance, if possible),
and the principal conclusions. Emphasize new and important as-
pects of the study or observations.

Below the abstract provide, and identify as such, 3 to 10 key
words or short phrases that will assist indexers in cross-indexing the
article and may be published with the abstract. Use terms from the
medical subject headings (McSH) list of Index Medicus; if suitable
MeSH terms are not yet available for recently introduced terms,
present terms may be used.

Text

The text of observational and experimental articles is usually —
but not necessarily — divided into sections with the headings Intro-
duction, Methods, Results, and Discussion. Long articles may nced
subheadings within some sections to clarify their content, especially
the Results and Discussfon sections. Other types of articles such as
case reports, reviews, and editorials are likely to need other formats.
Authors should consult individual journals for further guidance.

Introduction

State the purpose of the article. Summarize the rationale for the
study or observation. Give only strictly pertinent references, and do
not review the subject extensively. Do not include data or conclu-
sions from the work being reported.

Methods

Describe your sclection of the observational or experimental sub-
jects (patients or laboratory animals, including controls) clearly.
Identify the methods, apparatus (manufacturer’s name and address
in parentheses), and procedures in sufficient detail to allow other
workers to reproduce the results. Give references to established
methods, includinﬁ statistical methods (see below); provide refer-
ences and brief descriptions for methods that have been published
but are not well known; describe new or substantially modified
methods, give reasons for using them, and evaluate their limitations.
Identify precisely all drugs and chemicals used, including generic
name(s), dose(s), and route(s) of administration.

Ethics

When reporting experiments on h subjects i te whether
the procedures followed were in accordance with the ethical stand-
ards of the responsible committec on human experimentation (insti-
tutional or regional) or with the Helsinki Declaration of 1975, as
revised in 1983, Do not use patients’ names, initials, or hospital
numbers, especially in any illustrative material. When reporting
experiments on animals indicate whether the institution’s or the
National Research Council’s guide for, or any national law on, the
care and use of laboratory animals was followed.

e

Statistics

Describe statistical methods with enough detail to enable a
knowledgeable reader with access to the original data to verify the
reported results. When possible, quantify findings and present them
with appropriate indicators of measurement error or. uncertainty
(such as confidence intervals). Avoid sole rcliance on statistical
hypothesis testing, such as the usc of P values, which fails to convey
important quantitative information. Discuss cligibility of experi-

-122—-



mental subjects. Give details about randomization. Describe the
methods for and success of any blinding of observations. Report
treatment complications. Give numbers of observations. Report
losses to observation (such as dropouts from a clinical trial). Refer-
ences for study design and statistical methods should be to standard
works (with pages stated) when possible rather than to papers in

which the designs or methods were originally reported. Specify any

general-use computer programs used.

Put general descriptions of methods in the Methods section.
When data are summarized in the Results section specify the statis-
tical methods used to analyze them. Restrict tables and figures to
those needed to explain the argument of the paper and to assess its
support. Use graphs as an alternative to tables with many entries;
do not duplicate data in graphs and tables. Avoid nontechnical uses
of technical terms in statistics, such as “random” (which implies
a randomizing device), “normal,” “significant,” “correlations,”
and “sample.” Define statistical terms, abbreviations, and most
symbols.

Resuits

Present your results in loglcal sequence in the text, tables, and
illustrations. Do not repeat in the text all the data in the tables
or illustrations; emphasize or summarize only important observa-
tions.

Discussion

Empbhasize the new and important aspects of the study and the
conclusions that follow from them. Do not repeat in detail data or
other material given in the Introduction or the Results section.
Include in the Discussion section the implications of the findings
and their limitations, including implications for future research.
Relate the observations to other relevant studies. Link the conclu-
sions with the goals of the study but avoid unqualified statements
and conclusions not completely supported by your data. Avoid
claiming priority and alluding to work that has not been completed.
State new hypotheses when warranted, but clearly label them as
such. Recommendations, when appropriate, may be included.

Acknowledgments

At an appropriate place in the article (title-page footnote or ap-
pendix to the text; sce the journal’s requirement) one or more state-
ments should specify (a) contributions that nced acknowledging but
do not justify authorship, such as general support by a departmental
chairman; (b) acknowledgments of technical help; (c) acknowledg-
ments of financial and material support, specifying the nature of’
the support; (d) financial relationships that may pose a conflict of
interest.

Persons who have contributed intellectually to the paper but
whose contributions do not justify authorship may be named and
their function or contribution described — for example, “scientific
adwscr," “critical review of study proposal,” “data collection,” or

“participation in clinical trial.” Such persons must have given their
permission to be named. Authors are responsible lor obtaining writ-
ten permission from persons acknowledged by name, because read-
ers may infer their endorsement of the data and couclusions.

Technical help should be acknowledged in a paragraph separate
from those acknowledging other contributions.

References

Number references consecutively in the order in which they are
first mentioned in the text. Identify references in text, tables, and
legends by Arabic numerals in parentheses. References cited only in
tables or in legends to figures should be numbered in accordance
with a sequence established by the first identification in the text of
the particular table or illustration.

Use the style of the examples below, which are based with slight
modifications on t! - formats used by the U.S. National Library of
Medicine in [ndex Medicus. ‘The titles of journals should be abbrevi-
ated according to the style used in Index Medieus. Consult List of
Journals Indexed in Index Medicus, published annually as a separate

publication by the library and as a list in the January issue of Index
Medicus.

Try to avoid using abstracts as references; “unpublished observa-
tions” and “personal communications” may not be used as refer-
ences, although references to written, not oral, communications
may be inserted (in parentheses) in the text. Include among the
references papers accepted but not yet published; designate the
journal and add “In press.” Information from manuscripts submit-
ted but not yet accepted should be cited in the text as “unpublished
observations” (in parentheses).

The references must be verified by the author(s) against the origi-
nal documents.

Examples of correct forms of references are given below.

Articles in Journals

(1) Standard journal article (List all authors, but if the number exceeds
six give six followed by ct al.)

You CH, Lee KY Chey RY Menguy R. El graphic study of p

with lained nausea, ing and vommng Gastroenterofogy 1980 Aug;
79(2):31 1—4

As an option, if a journal carries continuous pagination through-
out a volume, the month and issue number may be omitted.

You CH, Lec KY, Chey RY, Menguy R. Electrogsstrographic study of p

with plained nausea, bloating and iting. G logy 1980;79:311-
4.

Goate AM, Haynes AR, Owen MJ, Farrali M, lames LA, Lai LY, etal. Predis-
posing locus for Alzheimer’s di on 21. Lancet 1989;1:
352-5.

(2) Organization as author
The Royal Marsden Hospital Bone-Marrow Transpiantation Team. Failure of

syngeneic bone-marrow graft without precouditioning in post-hepatitis marrow
aplasia. Lancet 1977,2:742-4.

(3) No author given
Coffee drinkiﬁg and cancer of the pancreas {editorial]. BMJ 1981;283:628.

(4) Article in a foreign language

Massone L, Borghi S, Pestarino A, Piccini R, Gambini C. Localisations pal-
maises purpuriques de la dermatite herpetiforme. Ann Dermatol Venercol
1987;114:1545-7.

(5) Volume with supplement

Magni F, Rossoni G, Berti F. BN-52021 protects guinea-pig from heart anaphy-
laxis. Pharmacol Res Commun 1988;20 Supp! 5:75-8.

(6) Issue with supplement

Gardos G, Cole 10, Haskell D, Marby D, Paine SS, Moore P. The natural his-
tory of tardive dyskinesia. ] Clin Psychopharmacol 1988;8(4 Suppl):31S-
378.

{7) Volume with part

Hanly C. Metaphysics and i a psych [ytic perspective. Int J Psy-

choanal 1988,69(Pt 3):389-99.

(8) Issue with part

Edwards L, Meyskens F, Levine N. Effect of oral isotretinoin on dysplastic nevi.
J Am Acad Dermatol 1989;20(2 Pt 1):257-60.

(9) Issue with no volume

Baumeister AA. Origins and control of stereotyped movements. Monogr Am
Assoc Meat Defic 1978;(3):353-84.

(10) No issue or volume

Danock K. Skiing in and through the history of medicine. Nord Medicinhist Arsb
1982:86-100.
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in Roman s

(11) Paginati
Ronne Y. Ansvarsfall. Blodtransfusion till fel patient. Vardfacket 1989;13:
XXVI-XXVIL

(12) Type of article indicated as necded

Spargo PM, Manners SM. DDAVP and open heant surgery [letier). Anaesthesia
1989:44:363-4.

Fuhrman SA, Joinec KA. Binding of the third componcnt of complement C3 by
\ gondii {ab ]. Clin Res 1987;35:475A.

(13) Article containing retraction
Shishido A. Retraction notice: Effect of platinum compounds on murine

lymphocyte mitogenesis (Retraction of Alsabti EA, Ghalib ON, Salem
MH. in: Jpn J Med Sci Biol 1979;32:53-65). Jpn J Med Sci Biol 1980;33:235-
7.

(14) Article retracted
Alsabti EA, Ghalib ON, Salem MH. Effect of platinum compounds on murine

lymphocyte mitogenesis [Retracted by Shishido A. In: Jpn J Med Sci Biol 1980;
33:235-7]. Jpn J Med Sci Biol 1979;32:53-65.

(15) Article containing comment

Plccoh A, Bossatti A. Early steroid therapy in IgA pathy: still an open
J. Neph 1989;51:289-91. Comment on: Nephron 1988;

fc

48:42-7.

(16) Article commented on

Kobayashi Y, Fujii K, Hiki Y Tateno S, Kurokawa A, Kamiyama M. Steroid
therapy in IgA ncph five study in heavy proteinuric cases
[see comments). Ncphron 1988 48: 12 7. Comment in: Nephron 1989;51:289-
91,

(17) Article with published erratum

Schofield A. The CAGE questionnaire and psychological health [published
ematum appears in Br § Addict 1989;84: 701] Br J Addict 1988;83:761-
4.

Books and Other Monographs
(18) Personal author(s)

Colson JH, Armour WJ. Sports injuries and their treatment. 2nd rev. ed. London:
S. Paul, 1986.

(19) Editer(s), compiler as author

Diener IIC, Wilkinson M, editors. Drug-induced headache. New York: Springer-
Verlag, 1988.

{20) Organization as author and publisher

Virginia Law Foundation. The medical and legal implications of AIDS. Char-
lottesvitle: The Foundation, 1987,

(21) Chapters in a book

Weinstein L., Swartz MN. Pathologic praperties of invading microorganisms. In:
Sodeman WA Jr, Sodeman WA, editors. Pathologic physiology: mechanisms of
di Philadelphis: Saunders, 1974: 457-72.

(22) Conference proceedings

dical

Vivian VL, editor. Child abuse and neglect: a
Proceedings of the First AMA National Conference on Child Abuse and Ne-
glect; 1984 Mar 30-31; Chicago. Chicago: American Medical Association,
1985,

(23) Conference paper

Harley NH. Comparing radon daughter dosimetric and risk models. In: Gammauge
RB, Kaye SV, editors. Indoor air and human health. Proceedings of the Seventh
Life Sciences Symposium; 1984 Oct 29-31; Knoxville (TN). Cheisca (MI): Lew-
is, 1985: 69-78.

(24) Scientific and technical report

Akutsu T. Total heart repl: device. Bethesda (MD): N | Institutes ol
Health, National Heart and Lung Institute; 1974 Apr. chon No.: NIH-NHLI-69
2185-4.

(25) Dissertation

Youssef NM. Schoo! adj of children with ital heart di {dis
sertation]. Pittsburgh (PA): Univ. of Pittsburgh, 1988,

(26) Patent

Harred JF, Knight AR, Mcl IS, . Dow Chemical Company, assign

ee. Epoxidation process. US patent 3,654,317, 1972 Apr 4.

Other Published Material

(27) Newspaper article
The Wash-

Rensbesger B, Specter B. CFCs may be d
ington Post 1989 Aug 7:Sect. A:2 (col. 5).

yed by natural p

(28) Audiovisual

AIDS epidemic: the physician’s role {vid ding]. Cleveland (OH): Acade-
my of Medicine of Cleveland, 1987. :

(29) Computer file

Renal system [computer program]. MS-DOS version. Edwardsville (KS): Medi-
Sim, 1948.

(30) Legal material

Toxic Substances Control Act: Hearing on S. 776 Before the Subcomm. on the
Environment of the Senate Comm. on Commerce, 94th Cong., st Sess. 343
(1975).

(31) Adap
Scotland {topographi¢ map]. Washington: National Geographic Society (US),
1981.

(32) Book of the Bible

Ruth 3:1-18. The Holy Bible. Authorized King James version. New York: Oxford
Univ. Press, 1972.

(33) Dictionary and similar refesences

4 tical roth

Ectasia. Dortand's ill y.. 27th ed. Philadelphia:

Saunders, 1988: 527.

(34) Classical material

The Winter's Tale: act 5, scene 1, lines 13-16. The complete works of William
Shakespeare. Loadon: Rex, 1973,

Unpublished Material
(35) In press

Lillywhite HB, Donaid JA. Pul
Science. In press. -

y blood flow lation in an aquatic snake.

Tables

Type each table double-spaced on a separate sheer. Do not sub-
mit tables as photographs. Number tables consecutively in the order
of theirfirst citation in the text and supply a brief title for each. Give
cach column a short or abbreviated heading. Place explanatory
matter in footnotes, not in the heading. Explain in footnotes all
nonstandard abbreviations that are used in each table. For footnotes
use the following symbols, in this sequence: “tLL&GLY
i, . -

ldcnufy statistical measures of variations such as standard devi-
ation and standard error of the mean.

Do not use internal horizontal and vertical rules.

Be sure that each table is cited in the text.
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If you use data from another published or unpublished source
obtain permission and acknowledge fully.

The use of too many tables in relation to the length of the text
may produce difficulties in the layout of pages. Examine issues of
the journal to which you plan to submit your paper to estimate how
many tables can be used per 1000 words of text.

The cditor, on accepting a paper, may recommend that addition-
al tables containing important backup data too extensive to publish
be deposited with an archival service, such as the National Auxil-
iary Publication Service in the United States, or made available by
the authors. In that event an appropriate statement will be added to
the text. Submit such tables for consideration with the paper.

INustrations

Submit the required number of complete sets of figures. Figures
should be professionally drawn and photographed; freehand or
typewritten lettering is unacceptable. Instead of original drawings,
roentgenograms, and other material send sharp, glossy black-and-
white photographic prints, usually 127 X 173 mm (5 X 7 in.), but
no larger than 203 X 254 mm (8 X 10 in.). Letters, numbers, and
symbols should be clear and even throughout and of sufficient size
that when reduced for publication each item will still be legible.
Titles and detailed explanations belong in the legends for illustra-
tions, not on the illustrations themselves.

Each figure should have a label pasted on its back indicating the
number of the figure, author’s name, and top of the figure. Do not

write on the back of figures or scratch or mar them by using paper

clips. Do not bend figures or mount them on cardboard.

Photomicrographs must have internal scale markers. Symbols,
arrows, or letters used in the photomicrographs should contrast
with the background.

If photographs of persons are used, either the subjects must not
be identifiable or their pictures must be accompanicd by written
permission to use the photograph.

Figures should be numbered consecutively accordmg to- the order
in which they have been first cited in the text. If a figure has been
published acknowledge the original source and submit written per-
mission from the copyright holder to reproduce the material. Per-
mission is required irrespective of authorship or publisher, except
for documents in the public domain,

For illustrations in color, ascertain whether the journal requires
color negatives, positive transparencies, or color prints. Accompa-
nying drawings marked to indicate the region to be reproduced may
be useful to the editor. Some journals publish illustrations in color
only if the author pays for the extra cost.

Legends for lllustrations

Type legends for illustrations double-spaced, starting on a scpa-
rate page, with Arabic numerals corresponding to the illustrations.
When symbols, arrows, numbers, or letters are used to identify parts
of the illustrations, identify and explain each one clearly in the
legend. Explain the internal scale and identify methad of staining in
photoinicrographs.

Unrrs oF MEASUREMENT

Measurcments of length, height, weight, and volume should he
reported in metric units (meter, kilogram, or liter) or their decimal
multiples.

Temperatures should be given in degrees Celsius. Blood pres-
sures shauld be given in millimeters of mercury.

All hcmalologlc and clinical-ch should be
reported in the metric system in terms of the International Systein
of Units (SI). Editors may request that alternative or non-SI units
be added by the authors before publication.

ABBREVIATIONS AND SYMBOLS

Use only standard abbreviations. Avoid abbreviations in the title
and abstract. The full term for which an abbreviation stands should
precede its first use in the text unless it is a standard unit of meas-
urement.

SuBMISSION OF MANUSCRIPTS

Mail the required number of manuscript copies in 2 heavy paper
envelope, enclosing the manuscript copies and figures in cardboard,
if necessary, to prevent bending of photographs during mail han-
dling. Place photographs and transparcncncs in a separate heavy
paper envelope.

Manuscripts must be accompanied by a covering letter signed by
all coauthors. This must include (a) information on prior or dupli-
cate publication or submission efsewhere of any part of the work as
defined carlicr in this document; (b) a statement of financial or
other relationships that might lead to a conflict of interest; (c) a
statement that the manuscript has been read and approved by all
authors, that the requirements for authorship as previously stated in
this document have been met, and furthermore, that each coauthor
believes that the manuscript represents honest work; and (d) the
name, address, and telephone number of the corresponding author,
who is responsible for communicating with the other authors about
revisions and final approvai of the proofs. The letter should give any
additional information that may be helpful to the editor, such as the
type of article in' the particular journai the manuscript represents
and whether the author(s) will be willing to meet the cost of repio-
ducing color illustrations.

The manuscript must be accompanied by copies of any permis-
sions to reproduce published material, to use illustrations or report
sensitive personal information of identifiable persons, or to name
persons for their contributions.

PARTICIPATING JOURNALS

Journals that have notified the International Committec of Medi-
cal Journal Editors of their willingness to consider for pubhm-
tion manuscnpts prepared in accordance with eatlier versions of
the committee’s uniform requirements identify themselves as
such in their information for authors. A full list is available on
request from the New England fournal of Medicine or the British Medical
Journal. Citations of this document should be to one of the sources
listed below.

International Committee of Medical Journal Editors. Uniform
requirements for manuscripts submitted to biomedical journals.
N Engl j Med 199]; 324:424-8.

International Committee of Medical Journal Editors. Uniforin
requirements for manuscripts submitted to biomedical journals.

BM]J 1991 Feb 9;302(6772).

This document is not covered by copyright: it may be copied or
reprinted without permission.
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Sample size calculations for clinical

pharmacology studies

Paul D. Stolley, M.D., M.P.H., and Brian L. Strom, M.D., M.P.H. Philadelphia, Pa.

Numerous manuscripts are submitted to CLINICAL
PHARMACOLOGY AND THERAPEUTICS that report on
studies that are hopelessly too small—which is a com-
mon reason manuscripts are rejected for publication.
An old joke implied ihat a study should have either 10
or 100 subjects. Why? Because ‘‘both numbers are
round and divisible by 10 and don’t leave you with
those messy fractions.”” The point of the joke is that
there is a better way to decide on the appropriate study
size. so that the study is neither so small that it cannot
reliably answer the questions nor so large that it wastes
resources. Such sample size calculations are critically
important in the design of a study.

Sample size determination for a given experiment
requires that the investigator specify four parameters in
order to calculate a fifth, i.e., n, or sample size. The
approach is slightly different depending on whether the
outcome variable is: (1) a continuous variable, a number
(e.g., serum concentration of a drug) for which one
usually studies the mean value of that outcome variable
in a group of patieats; or (2), a dichotomous variable,
yes or no (e.g., a patient does or does not have a
particular adverse reaction), for which one usually stud-
ies the proportion of patients who have the outcome
variable. Inasmuch as the former situation is likely to
be of interest to readers of this JOURNAL, it will be
‘discussed first, followed by the latter situation.

CONTINUOUS OUTCOME VARIABLES
First, the investigator selects an alpha () level, spec-
ifying the level of type I error he or she is willing to

From the Clinical Epidemiology Unit. Section of General Medicine,
Department of Medicine, Umiversity of Peansylvania Schoul of
Medicine.
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tolerate. A type I error is the probability of concluding,
because of chance alone, that a difference exists when
in fact there is no real difference between the study
groups. This is conventionally selected to be 0.05, al-
though it can be larger or smaller. ,

Second, the investigator also selects a beta (B) level,
specifying the level of type II error he or she is willing
to tolerate. A type Il error is the probability of con-
cluding, because of chance alone, that a difference does
not exist when in fact there is a real difference between
the study groups. This is closely related to the concept
of power, which is the probability of detecting a dif-
ference between two study groups if one truly exists.
Mathematically, power = (1 — B). The value for 8 is
conventionally selected to be 0.1 or 0.2, although it
can be larger or smaller. Notice that it is conventional
to have a less strict criterion for a type II error than for
a type I error; in most scientific investigations it is
thought moré important to avoid claiming a difference
that does ‘riot truly exist than to miss a true difference.
This does not have to be the case, however, depending
on the purposes of the study.

The third parameter the investigator must specify is
the difference between the groups to be detected in the
experiment (A), i.e., the difference in means thought
biologically important. If the investigator will settle for
detecting only a large difference, then fewer subjects
will be needed. If the difference between study groups
sought is small, however, then a larger study group will
be needed. It is axiomatic that for large differences a
smaller number of subjects will suffice; small differ-
ences require large numbers of subjects. It is important
to realize, however, that we are not specifying here the
difference expected, but the smallest difference we
would like to be able to detect.

Finally, the fourth parameter that must he specified
is the standard deviation of the outcome variable used
in the study (o). A very precise method of measurement
(small o) will permit detection of any given difference

‘with a much smaller sample size than would be required

with a less precise measurement.
Once one has specified the above parameters, cal-
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culation of the required sample size is a simple matter
of inserting the values into the following equation:

_ 2AZ. + Zy0?
n= TR

where n is the sample size needed in the experimental
group, Z, is the Z value corresponding to the two-tailed
o (Z, = 1.645 for a two-tailed a = 0.10 or a one-
taileda = 0.05,Z, = 1.96 for atwo-taileda = 0.05
or a one-tailed @ = 0.025; and Z, = 2.576 for a two-
tailed « = 0.01 or a one-tailed & = 0.005), Z, is the
Z value corresponding to the one-tailed B (Zy = 0.842
forp = 0.2,Z; = 1.282for 8 = 0.1), ¢ is the stan-
dard deviation of the control sample, and A is the small-
est difference between the two study groups thought
important to detect. This assumes a study with one
control subject per study subject.

DICHOTOMOUS OUTCOME VARIABLES

When the outcome variable is dichotomous (e.g., a
patient either improves or does not improve), the out-
come variable of interest is the proportion of people
who have the disease, rather than the mean of a specified
measurement. To calculate the required sample size,
one focuses on the difference in proportions one would
like to be able to detect (A, as above). Also, in this
situation one can take advantage of the fact that the
standard deviation can be expressed mathematically in
terms of the proportion of subje-ts with the outcome
variable in the control group. Therefore, for a cohort
(prospective) study one can calculate sample size by
specifying a, B, the smallest proportion developing the
disease in the exposed study group that one considers
important to detect (p,), and the proportion expected to
develop the disease in the unexposed contro} group (py),
using the formula:

2
[z,\/zp(l - p) + ZVp(l — p) + pu1 - Pz)]

n=

(P~ p)

where n, Z,, and Z; are as above and p = (p, +
P2)/2. Again, this assumes one control subject per study
subject. Note. that p,/p, is the relative risk, i.e., the
incidence rate in the exposed group divided by the in-
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cidence rate in the control group. A relative risk >1.0
indicates that the exposure appears to increase the risk
of the outcome. A relative risk <1.0 indicates that the
exposure appears to decrease the risk of the outcome.
A relative risk of 1.0 indicates that there is no asso-
ciation between the exposure and the outcome.

For a case-control (retrospective) study, one can cal-
culate the sample size using the same formula, replacing
Py with p;, which represents the smallest proportion
exposed to the risk factor of interest that one would
consider important to detect in the diseased (case)
group, and replacing p. with p,, which represents the
proportion expected to experience the exposure of in-
terest in the undiseased (control) group.

More complicated designs generally require statis-
tical or epidemiologic consultation.

When an investigator finally completes and publishes
an investigation, if no difference is detected it is useful
to give the reader some notion of the power of the study,
i.e., how big a difference could have been detected in
the study. A sentence such as **we found no difference
between the two treatments and could have detected an
X% difference with a power of Y*' is useful informa-
tion. The above formulas can also be used for this
purpose.

Finally, if one reads an article and wants quickly to
estimate the power of the study to detect a difference
one believes important to detect, a recent article pre-
sents nomograms that provide a simpler, albeit less
precise, alternative approach, as well as another dis-
cussion of some of the issues covered in this commen-
tary.' Other useful references for readers interested in
a more in-depth discussion of this material are provide &
as references 2 and 3.
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New International Ethical Guidelines for Research

Involving Human Subjects

In March 1993, the Council of International Organiza-
tions of Medical Sciences (CIOMS), in collaboration
with the World Health Organization (WHO), issued
their International Ethical Guidelines for Biomedicgl
Research_Involving Human Subjects (1). This docu-
ment, an extensive revision of the CIOMS-WHO guide-
lines published in 1982 (2), provides guidance for the
proper application of the principles © €claration of

elsinki and focuses particularly on research
sponsored by or_initiated in developed countries and

carried out in developing countries.
mﬁmtiﬁm@ics for research in-
volving human subjects, the Nuremberg Code, was de-
veloped from 1947 to 1949 by the Nuremberg Military
Tribunals during their trial of the Nazi physician-re-
searchers; the Code’s immediate purpose was to pro-
vide a set of standards for judgment of outrages com-
mitted in the name of science by the Nazi physician-
researchers (3).

In 1964, the World Medical Association issued the
Declaration of Helsinki (3, 4), which adapted the prin-
ciples of the Nuremberg Code to the existential realities
of medical research (3). For example, the Declaration
replaced the Nuremberg Code’s first principle (““The
voluntary consent of the human subject is absolutely
essential”’) (4) with a recognition of the legitimacy of
proxy consent for research involving children and per-
sons with cognitive impairment. Unlike the Nuremberg
Code, the Declaration of Helsinki reflects the fact that
research protocols might, and often do, include compo-
nents expected to provide direct therapeutic, diagnostic,

or prophylactic benefit to individual subjects and that
ethical justification of such beneficial modaiities should
differ from that of nonbeneficial procedures.

The 1982 CIOMS-WHO Guidelines added, -among
other things, a requirement for review and approval of
all proposed research by an ““cthical review committee”
(2). The Declaration of Helsinki, even in its third and
most*Tecent revision in 1989 (5), calls only for “consid-
eration, comment and guidance” by “a specially ap-
pointed [independent] committee.”

Until very recently, all international ethical codes and
national laws and regulations were based on the as-
sumption that medical research was hazardous to and
exploitative of the subjects; this assumption reflects
their origins as responses to the atrocities committed by
Nazi physician-researchers, the calamitous experience
with thalidomide, and, in the United States, exposés of
such scandals as the Tuskegee Syphilis Study (3). Since
the mid-1980s, this assumption has been largely dis-
placed by the equally incorrect perception of participa-
tion in research and access to investigational drugs as
benign and beneficial; this shift was due primarily to the
successful efforts of highly articulate and influential
AIDS activists (5). The writers of the 1993 Guidelines,
recogmzmg the need for a balanced perspective, sought
to encourage investigators to conduct ethical and benefi-
C@I research while maintaining necessary vigilance o
safeguard the rights and welfare of research subjects (5).

When research is carried out in one counvtr’y_'?ymina@
vestigators from another country, whose ethics sho

apply? This question, the most difficult onc that con-
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fronted the writers of the 1993 Guidelines, is subsidiary
to the larger question of whether ethics are universal.

d hold that ethical standards, prop-
erly understood, are and ought to be the same every-
where (6, 7). p by contrast, maintain
that because systems of ethics are socially constructed
within particular cultures and necessarily reflect their
histories and traditions, variations across cultures are
both expected and legitimate (8-10). The 1993 Guide-
lines reflect a compromise. Although some ethical prin-
ciples, such as tespect for persons, beneficence, and
distributive justice, are considered universal, the legiti-
macy of ethical pluralism within specified limits is ac-
knowledged.

The 1993 document is 52 pages long and consists of
15 statements of guidelines, each of which is followed
by a detailed commentary on how the guideline should
be applied in specific contexts. Novel features can be

found in several categories, of which three are informed

consent, ethical review, and obligations of sponsors and
host countries.
“~The Guidelines state that in some cultures, when

investigators cannot make prospective subjects suffi-
ciently aware of the implications of participation [in
research] to give adequately informed consent, the
decision...should be elicited through a reliable inter-
mediary such as a trusted community leader. In
some cases other mechanisms...may be more suit-
able. However consent_is obtained, all prospective
subjects must be Clearly told that their participation
'wgmyvmmmlmr___m__mse.&rsﬁe‘
to participate or to withdraw...at any time withou

loss of any entitlement. (1)

Each individual must receive all information that
would be conveyed if the study were to be conducted in
a developed country; “‘otherwise, assurance of freedom
1 Tefuse or withdraw...would be meaningless™ (1). Fur-
thermore, ‘'ln some cultures..‘women’sﬁrights to- exer-
cise self-determination...are not acknowledged. In such
cases, women should not normally be involved in re-
search for which societies that recognize these rights
require informed consent” (1). The Guidelines make
provisions for affording women in such cultures access
to investigational drugs and other therapies for which
there are no equal or superior alternatives, even though
they cannot give formal consent.

When research is initiated or_sponsored by agencies
in_a developed country and carried out in a developing
country, ‘‘the ethical standards applied should be no
less exactng than they would be in the case of research
carried out in [the initiating] country” (1). Committees
in the initiating couniry are assigned special responsi-
bility for determining that

the scientific methods are sound and suitable for the
aims of the research, [that] the drugs, vaccines or
devices to be studied meet adequate standards of
safety, [that] there is sound justification for conduct-
ing the research in the host country rather than in
the country of the external sponsoring agency, and
that the proposed research does not in principle vi-
olate the ethical standards of the external sponsoring
country.... Committees in the host country have the
special responsibility to determine whéther the goals
of research are responsive to the health needs and
priorities of the host country. Moreover, because of

their better understanding of the culture in which the
research is proposed to be carried out, they have
special responsibility for assuring the equitable selec-
tion of subjects and the acceptability of plans to
obtain informed consent, to respect privacy, to main-
tain confidentiality, and to offer benefits that will not
be considered excessive inducements to consent.

In short, ethical review in the external sponsoring
country may be limited to ensuring compiiance with
broadly stated ethical standards, on the understand-
ing that ethical committees in the host country will
have greater competence in reviewing the detailed
plans for compliance in view of their better under-
standing of the cultural and moral values of the pop-
ulation in which the research is proposed to be con-
ducted. (1)

The obligations of external sponsors of research to be
conducted in developing countries are, in general, pre-
sented as prima facie obligations; that is, they may not
apply in specific cases if competent authorities in both
countries agree not to invoke them. For ins~nce, re-
search designed to develop a product (for example, a
drug or vaccine) should be conducted only in host coun-
tries in which - the disease for which the product is
indicated is an important problem; any such product
should be made reasonably available to inhabitants of
the host country or community at the completion of
successful testing. To help develop the capacity of the
host country to carry out similar projects indepen-
dently, sponsors are expected to employ and, if neces-
sary, train_local persons to function as_investigators,
research assistants, or data managers or to serve_in
other similar capacities. Sponsors are further expected,
Wwhen appropriate, to make necessary health care ser-
vices available to the population from which research
subjects are to be recruited and to provide reasonable
amounts of financial, educational, and other assistance
to enable the host country to form independent and
competent scientific and ethical review committees.

International declarations and guidelines issued by such
agencies as the World Medical Association or CIOMS-
WHO do not have the force of law. The extent to which
they have any effect on the conduct of biomedical research
involving human subjects depends entirely on the influence
they have on the development of national regulations and
the policies of professional organizations and agencies that
provide funding for biomedical research. United States fed-
eral regulations for the protection of human rescarch sub-
jects have been influenced substantially by the Nuremberg
Code and the Declaration of Helsinki. According to a sur-
vey. conducted by CIOMS, the 1982 CIOMS-WHO Guide-
lines have had a major influence on research policies and
practices around the world (1). The 1982 Guidelines had no
perceptible effect on U.S. federal regulations because they
were largely compatible with the regulations and because
they were issued after the last major revision of the federal
regulations was completed in 1981. The 1993 CIOMS-WHO
Guidelines similarly do not create a need to consider sub-
stantial revision of the U.S. federal regulations; rather, they
call attention to points that ought to be considered in ad-
dition to those covered in federal regulations—particularly
when research is carried out in a developing country by
investigators from a developed country.

Are these guidelines to be considered the final word

‘on the ethics of multinational research? As Co-chair of
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the Steering Commiittee that supervised their develop-
ment, I can say most emphatically that they are not.
Ethical codes, guidelines, and regulations, if they are to
remain vital and valid, require constant interpretation,
reinterpretation, and occasional revision in the light of
practical experience in the field.

Robert J. Levine, MD
Yale University School of Medicine
New Haven, CT 06510
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