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Abstract

We represent a method of 3-D object recognition using
multi images in this paper. The recognition process is

executed as follows. Object models as prior knowledge-

meut are generated and stored on a computer. To extract
features of a recognized object, three CCD cameras are
set at vertices of a regular triangle and take images of an
object to be recognized. By comparing extracted features
with generated models, the object is recognized.

In general, it is difficult to recognize 3-D objects he-
cause there are the following problems such as how to
make the correspondence to both stereo images, generate
and store an object model according to a recognition pro-
cess, and effectively collate information gotten from input
images.

We resolve these problems using the niethod that the
collation on the bhasis of features independent on the
viewpoint, the generation of object models as enumerat-
ing some candidate models in an early recognition level,
the execution a tight cooperative process among results
gained by analyzing each image.

We have made experiments based on real images in
which polyhedral objects are used as objects to be recog-
nized. Some of results reveal the uscfulness of the pro-
posed method.

1 Introduction

In the research of computer vision, muitiple images are
frequently used for acquiring information that can't be
obtained by using a single image. There are two ap-
proaches to multi image processing. The first is to mea-
sure range data or velocity vectors by means of stercopsis
or optical flow computation. Ito et al. caleulated range

data on basis of a triangulation and edge images({1].Horn
mieasured optical flow from a gradient of each image ele-
ment intensity and a intensity change between images|(2].
The second is focused on recoguizing complex scenes by
extracting image features with image processors, which
respectively associate each of the iinages taken from dif-
ferent viewpoints and fuse the results. Chiou et al. pro-
posed an approach for single polyhedron using three view
analysis(3]. Mohan et al. presented a method for recog-
nizing a 3-D object from 2-D images by index structural
invariants from multiple views[4].

Our approach is the latter. In this approach, because
they get various information concerned with an object
to be recognized, and hence, it has been expected that
the approaches would head for much better performances
than single image methods. But, the expectaion has been
disappointed because complexity of processing. We think
that we should introduce a cooperative way such as im-
ages communicate each other and recognition results are
fused in each process. However, due to the lack of sys-
tematic methods of cooperations among processors with
different functions, the approach remains very different
but the problem should be resolve in compnter vision re-
search.

We realized an effective recoguition method according
to following lines.

e Constructing an object to be recognized by calculat-
ing a two-face angle and a two-segment angle

¢ To reduce the number of matching operations in an
inage and the model correspondence, these surface
and edge feature are grouped according to their sim-
ilarity.

o A local process and a cooperative one are combined
w the recogunition.
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In next section, we describes about an overview of gen-
eral processing.

2 Overview

Fig.1 shows a processing overview. Main processing parts
are a model generation, a feature extraction, and a recog-
nition processing.

The model generation part gives a computer an object
model as a prior knowledgement. It makes two type mod-
cls concerning one object. One is described on the hasis of
its geometrical and structural properties and represented
with a graph showing the surface and edge level featurcs
of the object. We call it a graph model. Another con-
sisits of a two-face angle and a two-segment angle with
a similar value and represented in the form of frequency
distribution. We call it a distribution model.

The feature extraction part reconstricts a shape of an
object reflected on an image. Extracted features are a
two-face angle and a two-seginent angle. Two-face angle
is calculated from a gradient of a face and its adjacent
relation with other faces. Two-segment angle is calculated
from two edge parameters with the same endpoint and
face.

In the recoguition part, features extracted from the
three different images are matched with the graph style
model description using grouped models according to the
similarity of the model features. Resnlts of the matching
processes are integrated at various levels, and the recog-
nition procedure is imnediately terminated when the in-
tegrated results are enough to prove the occurrence of the
object to be recognized.

In the following sections, we describes about a detailed
algorithm of each processing part.

Model generation part
Graph model
Distribution modet

Recognition part —
Local recognition

Cooperative recognition

/

Feature extraction part
Two-face angle

Two-segment angle

Fig. 1: An overview of a processing part

3 Model generation

3.1 Graph model

To recognize an object, it is®mecessary ta store a knowl-
edgement for its objeet and it is important how to repre-
sent an object model. As recognition process is exeented
on the basis of matching features such as two-face an-
gle and two-segnient angle, we inust introduce a method
which can represent them. So we try to represent a shape
of object using a graph.

A graph model of a pyramid is illustrated in Fig.2. It
has two levels, a face and an edge segment. The face level
is composed of grouping segments belong to it. An object
is constructed by grouping faces. A relation between the
face level and the segment level is hierarchal.

In the face level, a normal vector of the surface is made
an entry in a node, an adjacent surface and angle hetween
these surfaces are made an entry in an arc.

In the seginent level, endpoints of the segment are made
an entry in a node, a connecting segment. and an angle
hetween these segments are entry in an arc. ‘ ’

It can be refered to data between two type levels using
a pointer.

Normal vector

Two-face angle

Face level

Two—segment angle

i En% point

Segment level

Fig. 2: A graph model of a pyramid

3.2 Distribution model

We generate another object model to rednce the number
of matching operations. We call it a distribution model.
This model is represented in the form of a frequency dis-
tribution table which is grouped with a similar feature to
a two-face angle and a two-segment angle. This model is
shown in Fig.3. A horizontal axis represents the two-face
angle in the figure. A vertical axis represents the nume-
ber of an existing angle. In the case of a segment level,
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A horizontal axis represents the two-segment angle iu the
figure, and a vertical axis represents the same as a surface
level. As the matching operation is started from a part of
a model with a similar feature to an extracted feature in
an input image, an effective recognition can be realized.
This effect is caused by using above mentioned models.

(model , facel , face2)

N (times)

po

8 (deg)

Fig. 3: A distribution model

4 Feature extraction

4.1 Extraction of a face information

We use a photometric stereo method[5] to find a gradient
surface. It is measured resolving following expressions
using each intensity value and light position parameters
when an object is irradiated from three different positions.
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here,
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1 is a intencity value of an image element , p is a re-
flectance ratio, and p, q ate gradient space parameters.

(i=1,23) (2

After a surface gradient on a image element is mea-
sured, we execute a clustering of an equivalent gradient
value.

4.2 Extraction of a segment informa-
tion
To extract edges of an object to be recognized, we use a

filtering and Hough transforination[6] and calculate the
following parameters.
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Variables are shown in Fig.4. And endpoints of an edge
is calculated using an image coordinate and their param-
cters.

yA edge line

ol |

Fig. 4: Parameters of Hough transformation

4.3 Calculating of two type angles

In this subsection, we describe about calculating two
types of angle. These are two-face angle aud two-segment
angle. Here, we consider two vectors, @ and §. In the case
of a face level, thie vectors are a normal vector of an ad-
jacent surface. In the case of a scgment level, the vectors
correspond to directions of segments which belong to the
same surface and have the same connecting point. An
angle of these is expressed in (5).
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A variable u is determined by considering an adjacent.

0; = cos™

relation between a surface and a segment. As a result
of calculating, a reflected object in cach image is recon-
structed in the same form as a graph model and a distri-
bution model.

5 Recognition method

5.1 Flow of a recognition process

An object is recognized by the collation between models
and features mentioned in section 3 and 4. Figb shows
a flow of a recognition method. It is mainly constructed
by two level processes such as a local recognition and a
cooperative recognition.

The former enumerates candidate models correspond-
ing to an object refiected on an image in a single image
matching. This level ean’t recognize its object because of
an occlusion of itself and the viewpoint, but this method
has a good algorithm that candidate models in all of a
potential model to be matched is selected effectively.

The latter is a cooperative recognition. It elininates
mismateh models by getting and fusing informations from

— 72 —



other images. As the result of their processes, an object
is recognized.

In the following subsection, we explains an algorithm
of two types of a potential recognition processing.

Local recognition

Distribution model matching

Graph model matching

Cooperative recognition

Reconstruction processing

Distribution model matching

Graph model matching

Fig. 5: A recognition process

5.2 Local recognition

A local recognition searchies models corresponding to an
object to be recognized in each image.

At first, {from patterns reconstructed using a method
mentioned in section 4, we gencrate their frequency dis-
tribution such as a distribution model. And the mumber
of feature having the fewest value of frequency is searches
in a distribution model. We call its process a distribution
matching.

Second, if it is less than a threshold, feature patterns
around its feature is compared with a graph model corre-
sponding to an emunerated model. We call its process a
graph model matching. -

In the case that a visible face is a single or the number
of a frequency in a distribution model is not less than a
threshold, these processings don't execute.

5.3 Cooperative recognition

After a local recognition has been executed, an object
viewed in an image is recognized in this recognition lebel.

Reconstruction processing reconstructs an occulusion
part of its object using viewpoint parameters and surface
and segment. parameters. When a new two-face or two-
segiment angle is calculated, the distribution inatching is
executed.

A graph model matching is executed by the process
which exchange recoustructed patterns and candidate
models enumerated in a local recognition.

This processing is executed for two or three images.

6 Experinment and result

MODEL 3 MODEL 4

Fig. 6: Object models

{a) image 1 (1) image 2

(c) image 3

Fig. 7: Iuput images

We show that these proposed algotithins are more effec-
tive in the 3-D object recognition in this section. Object
models considered for this experiment are illustrated in
Fig.6. As these models have similar shapes, it is iinpos-
sible to recognize an object by using only a single image,
and a cooperative processing among inages is necessary.
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One of these is sclected as an object to be recognized.
Fig.7 shows input images from each viewpoint. CCD
cameras are set at vertices of a regular triangle and the
position of its object is the center of gravity. You may
easily expect that the recognition is impossible by only

a single image because many different models are consid- -

ered as candidacy models. Model group enumerated as
the candidate is illustrated in Fig.8. As a result of a local
recognition processing, note that MODEL1 is enumerated
as a candidate on account of an ambiguous processing
because it can’t be decided that a shape of an adjacent
connected surfaces is a convex or a concave surface hy
only this processing. Executing of a cooperative recog-
nition can eliminate ambiguous or incorrect processing
results, and recognize the object exactly. Fig.9 illustrates
a shape of an object reconstructed by a construction pro-
cessing. Fig.10 illustrates models enumerated as results
of a cooperative recognition with adjacent images. In this
processing level, you may note the correspondence model
narrows down the object. As a result of a cooperative
recognition among three images, it is made clear that an
object reflected an image is MODELA4.

We have made an experiment to show the effective-
ness of the proposed cooperative recoguition algorithm.
Generally, the effectiveness can be shown by comparity
matching process that we proposed with that of a method,
in which matching is carried out between a graph model
and feature patterns after the object to be recognized is
reconstructed from three images. In the experiment, the
number of matching process for the proposed method is
63, while that of the another method is 873.

7 Conclusions

In this paper, we described a method for recognizing 3-D
objects by using multi-view image. it is made clear that
this method can perform a correct and effective recog-
nition by a tight cooperative processing among three im-
ages. In future, we will extend this method for more com-
plicated scenes such as some 3-D objects overlapped.
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(a) Image 1 , Image 2
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MODEL 1 MODEL 2
MODEL 3 MODEL 4
(b) Image 3

Fig. 8: A result of a local recognition



MODEL 4

( a) A candidate model of an image 1-2
Image 2-3

MODEL 2

Image 3-1

Fig. 9: A shape of an object by a reconstruction process-
ing

MODEL 4
(b) Candidate models of image 2-3 and 3-1

Fig. 10: A result of a cooperative recoguition
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