A Pragmatic Approach To Mathematical Programming :

Reusing Knowledge Embedded In The Corporate Database

%47, A oM, o Ay
(gF3R7149 FG3te)

2F AAAEZA DA AN BYE o] B A7 U ol
23} Yol glojA dlojepdolAE BYHHE 93 V& AR A4
AUTE ¥ & ol RYAUE AT AAjo] YA ojslrt. F3] 22w o]
271 FHEA R BRH6N BYER(E ¥ ool dlojepolAe] A |
g ¥R Zeo] f83lcl weld o] =EojAE ulolehHlo] A2 =)
H Aoz iE £RYSE FRuls AE S AP dolehol A&
o2 3t Holmat et ol A& $)3l General Intelligence £} Fit o]
& AHg3tch : :

1. Introduction

In decision support systems, the overall perspective about database has been a
primitive base for problem solving or information processing, and it was
sometimes adopted in model management systems as alternative model
rep'resentation or manipulation methodology such as model query language or
model as data perspectives. However, the perspectives overlooked most of the
hidden domain knowledge in database and made it kept idle. In fact, the
database already contains useful information for model building, e.g. object,
relationship, set, data type, index structure, unit of data, and so on. It is
more important when 1) the information system is data-oriented and 2) the
decisionmaker has database only and knowledge base is not available. It is
fact that until today a decisionmaker wouldn’t have knowledge base separately.

Thus, our motivation is to improve the usage of available domain knowledge

embedded in database which would enhance the modeling power of mathematical
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programming. We focus on the above issue and are willing to extract the
knowledge which is embedded in database. Then, we will restructure the
knowledge in a compatible form with mathematical programming.

To perform it, our solution is a two-phased modeling from data model shown
in Fig. 1. In this paper, we will shortly introduce phase I and then consider
phase II. '

IL. Iris: The Object-Oriented Data Model

One of the most frequent domains using mathematical programming is
production planning. Typical example Object-Oriented model for the production
planning is shown in Fig. 1 and if the model is implemented in Iris, a
prototype OODBMS, the example can be shown as Fig. 2.

We can extract the followings from real corporate database.

Data Element = < Object, Index, DataType, Unit >
If we rearrange the definition as the form of data element, then it will be as
PQUANT = < PRODUCT, k, Quantity, null >.
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< Fig. 1 Two-Phased modeling >

ITI. Phase I: General Intelligence modeling for plausible LP model

The key activities of general intelligence are (1) analyzing current state
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CREATE TYPE Product
( name Charstring REQUIRED,
p-quantity Quantity,
index k,
unit null,

CREATE TYPE Quantity SUBTYPE OF integer ) ;

< Fig. 2 An Example >

to a series of differences and decomposing them into a set of subproblems (2)
and selecting relevant operators to remove the gap. During the problem solving
processes, they require a set of initial state,-goal state, and operators. We

can define a problem P in a form of quadruple as follows: [1]

P=<1I(s), G(s), M, S >
where, I(s) : initial state
G(s) : goal state
M : Operator
S : a set of state

The term strategy in this paper means that a series of activities to build
LP models in plausible forms. It allows problem definition, analyze
differences and apply modeling engines. The typical problem solving steps are
typically problem identification --> subproblem generation --> difference
resolution. For LP problem we suggest the following steps.

[ PROBLEM IDENTIFICATION ]
[1] Define problem as (Min or Max) + (Object) + (Attribute)
where (Attribute) is identified as optimizing variable.
[2] Determine decision variable(s) as (Object) + (Attribute).
[3] Identify decision variable as Initial state and optimizing variable

as Goal state in forms of <Entity, Data type, Index, Unit >

[ SUBPROBLEM GENERATION ]

[4] Analyze differences between optimizing variable and decision
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variable(s).

[5] Enumerate the candidates to resolve the differences. Identify them

I(s) Is) N G1(s) 1IN GIs) N ..nAGn(s) G(s)

Characteristic CI CI1 N CG CG
Differnce

Structural SI SI1 . SG SG

Difference ‘

Unit Ul un . UG UG

Difference

Operators 01 . On

Deduced Constraint : I(s)NG1(s)N...nGn(s) .BOUND. G(s)

where, Ci : data type of ith state
Si : index set of ith state
Ui : unit of ith state
O1 : operator applied in ith state

< Fig. 3 Strategy Table >

as RHSs.
[6] Decompose problem into subproblems and each of them candidates
for RHS and decision variable(s).

[ DIFFERENCE RESOLUTION ]

[7]1 For all subproblems analyze differences. (The difference priority is
Characteristic ~ difference,  Structural  difference and Unit
difference)

8] Apply relevant modeling engines.

[9] Perform [7] and [8] until the following conditions are satisfied.
(1) If no more differences are found, then stop. The subproblem

is solved.
(2) If any differences are found and no relevant modeling engines can

be applied, then stop. The subproblem is unsolvable.

Procedure to deduce plausible is described in Fig. 3. When deduced
constraint set is made, there remains two operations, deciding (in)equalities
(2., or =) and instantiation through database interface or external user

inputs, to complete a plausible model. As for deciding (in)equalities, since
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knowledge in data dictionary does not contain these kinds of information,
decision maker should determine the (in)equalities. Once they are acquired
externally, they can be stored for later use. Storing facility is omitted in
this paper, because it misses main stream.

Model instantiation has been already considered such as matrix generation.
After the plausible model is completed, decision maker can test whether the
model is fit to real situations. If it does not fit, then we can think two
possibilities, (a) errors in estimating parameter values or wrong data inputs
and (b) unfound model structure that is not captured by data models because
the relationships which are not necessary in corporate database. Regarding
(b), the structure of plausible model should be changed through user
intervention. Thus, we use the theory of fit to generate scenarios toward a

true model. This is another phase of modeling supports.

IV. Phase II: The theory of fit - model validation toward true model

In modeling support system, it is so difficult to affirm model validity. In
fact, it is almost impossible for open system like modeling support system
which would interact with users to guarantee validity completely. [2] One of
the typical efforts for model validity function is to test feasibility by
using past data [3], and specially test by causal modeling or path analysis.
[4] Because the activity of Phase I modeling is only to reconstruct the
datamodel as LP model form, it is true that the phase does not take into
account the semantic knowledge which is not acquired in the data model
(dictionary). In view of modeling support facilities, their main concern is
not to make true models, but to help decision makes searching possible
relationships between decision variable(s) and other attribute variables and
hence give implications for true models.

The concept of fit has served as an important building block for theory
construction in various areas of research. It can generate other possible
conditions or relationships that have not been considered. To define the fit
precisely, there are several alternative perspectives of fit in six types, fit
as moderation, mediation, matching, Gestalts, profile deviation, and
covariance. [5] Except of fit as interaction and matching that give few
meaningful implications, four concepts of fit are available and make 1t

possible to generate alternative siructures to be changed toward true model.
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(2)File Profile Deviation (b) Fit as Gestalts (c) Fit as covariance

(d) FIt as Mediation

< Fig. 4 Model validation >

Since the decision making to select appropriate structures is wholly by

decision maker, the testing procedure is an interactive mode with him.

4.1 Fit as Profile Deviation: Intervention of attributes that have null

data type

The idea of profile deviation is to a) develop an ideal profile, b) add
differential weights and c) use a baseline model. If data type of a
variable(coefficient) is null, then we think that no Characteristic
differences are detected. For instance, PQuantjk and SQuantkm have data type
of ’Quantity’ and hence GPS-based modeling will conclude that the constraint
is ¥jPQuantjk 2 ZmSQuantkm. But if the domain has special semantic constraints
about this relationship like "PQuant should be greater than two times of
SQuant", then the decision maker should update constraint as LjPQuantx = 2%*
Zm SQuantkm. Because the coefficient "2" has no data types, it is not detected
in the modeling engine for Characteristic difference. Thus, a validity check
should provide the scenario of the entrance of coefficients or parameters with

no data types.

4.2 Fit as Gestalts: Interaction within RHSs

"Fit" as Gestalts" 1is the activity to clustering several variables into a
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concept. The term Gestalts is relatively few and very different from one
another, both in terms of the scores of, and relationships among, variables.
(6] It implies in modeling that if some RHSs are interrelated and can be
compressed,then they can be congruenced in one constraint. For instance, as
shown in Fig.4(b), if there are two relationships, LHS ’a’ and candidate for
RHS ’b’ and ’c’, then it is possible there is unknown interaction between b
and c. Having no semantic knowledge, the GPS-based modeling will deduce two
constraint block, AX =2 b and AX > c, but in fact the true constraint. might be
a form of AX 2 f(b,c). For example, if a company produces products and sells
them for domestic and exports, then the GPS-based modeling which might has no
information about selling strategy would conclude that two constraints,
TiPQuantjx > ZmDOM_SQuantkm and XjPQuantk = XmEXP_SQuantkm, but the
decisionmaker can know that DOM_SQuantxm and EXP_SQuantkm are not independent
and it should be updated as ZjPQuantik = ZmDOM_SQuantkm + ZmEXP_SQuantkm.

4.3 Fit as Covariance: Insertion of other decision variables

"Fit as covariance" is something like factor analysis. A bundle of variables
is grouped by a new variable. The fit is required when there are internal
inconsistencies. Another possibility is the insertion of unconsidered decision
variables as in Fig. 4(c). It is possible that other variables would affect
RHS. For ekample, if selected decision variable is PQuantk but a company
meets the demand not only produces product directly but also sublets
externally, then deduced plausible constraint YiPQuantik 2YmSQuantkm should be
changed as Y;PQuantx + SubContractk = >mSQuantkm because a new variable

SubContractk entered into the constraint.

4.4 Fit as Mediation: Intervention of new decision variables

"Fit as mediation" specifies a significant intervening mechanism between an
antecedent variable and the consequent variable. It specifies the existence of
intervening (indirect) effects between an antecedent variable and its
consequent variable as in Fig. 4(d). For instance, if a decision variable is
PQuant and RHS candidate is Demand, then the plausible model block would be
Yi>xPQuantjik > YmDemandm. In fact, however, SQuant would directly affect
Demand and PQuant only to affect indirectly but rather affect SQuant.Thus, the
new variable SQuant intervenes and divide the plausible -model into a)
YiPQuantik = YmSQuantkm and b) XkSquantkm = Demandm.
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V. Conciuding Remarks

The paper began with the condition that database system has been constructed
in corporate environment before knowledge base is developed. Under the
condition it is so perplex and expensive to provide another information
repository only for mathematical programming, and hence, practical modeling
supports should be able to utilize the database which plays a role of
alternative knowledge base. To realize this, General Intelligence and the
theory of fit are applied.

We expect that our approach to extract MS/OR modeling knowledge from
database compatible with mathematical programming can make it possible to

apply advanced Decision Support Systems.
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