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ABSTRACT

Intelligent Control is an cxtended paradigm that
subsumes both control and Al paradigms, cach of
which is limited by its own abstractions.
Autonomy, as a design goal, offers arcna where
both control and Al paradigins must applicd  --
and a challenge to the viability both as
independent entities. We  discuss  hicrarchical
event-based control architectures in which Al and
Control paradigms can be integrated within a model-
based approach. In a model-based system,
knowledge is encapsulated in the form of models at
the various layers to support the predefined system
objectives. Concepts arc illustrated with a  robot-
managed spacc-borne  chemical  laboratory.
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1. INTRODUCTION

Conceptions about how artificial intelligence fits
into the world of systems cngincering have been
cvolving rapidly. From cxpert systems applied in
singular contexts, there cmerged the concept  of
intelligent control {1]. As such application
contexts as autonomous land and space vchicles,
artificial worlds, telerobotics, and factories of the
future multiply, 1t is becoming clear thalt autonomy,
rather than intelligence. may be the morce
descriptive characterization of the new  systems.
While not minimizing the role ol Al techniques,
spelling  out the engincering goals of higher
autonomy might establish a less transient ladder of
achicvement than specilying the general, and
ncbulous, goal of building inwelligent artifacts.

The work described in this
rescarch related 1o tclerobotics.
develop a technology that will allow carcfully
designed and specially constructed laboratory robots
to perform many routine tasks in a Spacc laboratory
under remote supervision [rom the ground.
Therefore the robots must be able to perform simple
operations autonomously, and communicate with the
ground only at the task level and above.  Such robots
should be able to judge the adcquacy of a proposcd
action plan on the basis of expectations of its effects
on the laboratory, materials, instruments, ctc. For
this purpose, it is important that models at various
levels of granularity can be automatically generated
from a set of generic master models(2].

paper derives from
The project is to

The Systems Euatity Structure/Model  Base
(SES/MB) framework was proposed by Zcigler as a
step toward marrying the dynamic-based formalism
of simulation with the symbolic formualisms of Al
{3.4,5]. This knowledge/model base too! supports
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model-bascd hicrarchical  cvent-based
structures. The modcet base s a multi-level,
abstraction, and multi-formalism  knowledge
and is kept cohcrent through the use of
morphisms (o integraic related models]o,7.8].

Hierarchical models ot within the
laboratory environment are constructed at different
levels of abstraction.  They have been implemented
in DEVS-Scheme[3,5,9. 10111 & knowledge-based
simulation cnvironment  for modelling  and  design
that  facilitates construction of  familics  of
hicrarchical models in a [orm casily reusable by
retrieval from a model basc.

components

Firsi it
in the

This paper is organized as lotlows.
briefly shows the role of SES/MB framework

modcl-based approach. Then it presents a System
Entity  Structure of a  robot-managed labaratory.
This is followed by the cvent-based cuontrol
paradigm and multi-abstraction approach uscd o
build a hicrarchical cvent-based control  structure.
Finally we introduce a planning approach that i«
integrated with a hicrarchical cveni-based  contro!

structure
systems.

to gencratce autonomos ]uhorul()r)’

2. THE ROLE OF SYSTEM ENTITY STRUCTURE/MODEL
BASE FRAMEWORK IN MODEL-BASED ARCHITHCTURE

The System Entity Structurc/Mode!l Base
(SES/MB) framework was proposed by Zcigler(3,4,5]

as a step toward marrying the dynamics-based
formalism of simulation with the symbolic
formalism of Al It consists of two componenis: a
system entity structure and mode! base. The svsiem
entity structure, declarative in  characteri9.10],
represents  knowledge ol decomposition, component
taxonomics, and coupling specification and
constraints. The model base contains  models which
arc procedural in character. cxpressed in dynamic
and symbolic formalisms. The entities of enlity
structure refer (o conceptual  components  of  reality
for which models may reside in the model base.  Also
associated with entities arc slots  for atiribute
knowledge rcpresentation. An centity may have
several aspects, cach denoting a decomposition and
therefore having sceveral entities. Associated  with
an aspect is coupling information nceded Lo
interconnect the ecntitics of that aspect An  cntity
may also have several specialization, cach
representing  a  classification ol the  possible
variants of the cntity.

Onc application of the SES/MB framework is to
the design of systems.  Here the SES scrves as a
compact knowledge represcentation  scheme  for



organizing and gencerating the
configurations of a system to be designed. To
generate a candidate design wce usc a process called
pruning which reduces the SES 10 a so-called pruned
entity structure(PES). Such structures are derived
from the governing structure by a process of
selecting from alternatives where cver such choices
are’ presented. Not all choice maybe sclected
independently. Once somc aliernatives are chosen,
some options are closed and others are enabled.
Morcover, rule may be associated with the entity
structure  which  further reduce the set of
configurations that must be considered. Initial
planning in the model-based approach is based on
the SES pruning process. This PES (initial plan) is
in turn transformed into  a simulation model (for
cxecution). Thus the PES should be indexed to
facilitate subsequent recognition and retricval. As
shown in Figure 1, PESs arc stored along with the
SES in files forming the entity structure base.

possible

In DEVS-based simulation
hicrarchical simulation models
by applying the transform
entity structures in working mecmory.
the pruned entity structure, transform
retricvals process to scarch for a
current cntily. If onc is found. it is used and
transformation of the entity subtrec is aborted.
Retrieve looks for a model first in working memory.
If no model is found in working memory, the
retrieve procedure scarches  through  model
definition files, and finally, provided that the entity
is a lcaf, in pruned ecntity structure files. A new
incarnation of the transform process is spawned 1o
construct the lcaf model in the last case.  Once this
construction is complete, the main transform
process is resumed.

environment[3,5,9],
may be constructed
function to pruned
As il traverse
calls upon a
model of the

The
expressed
such as
simulated
modeler's
process
entity
cncourages

result  of a transformation is a model
in an underlying simulation language
DEVS-Scheme[10] which is rcady to be
and evaluated relative to the
objective. The fact that the transform
look for previously developed pruned
in addition to basic model files,
reusability.

can
structurces,
PES
In  model-based knowledge s
cncapsulated  in
cmployed a1 the
the predefined system

design  approach,

the form  of models that are
various control  layers 10 support
objectives. Lower layers
arc more likely to employ conventional differential
cquation models  with  symbolic models more
prevalent at higher layers. A key requirement is
the systematic  development  and  integration  of
dynamic and symbolic models at  the dilferent
layers. In this way, traditonal contro! theory,
where it applicable. can be interfaced with Al
techniques, where they are necessary. Discrete
cvent representation,  facilitating  cvent-based
control, can be employed (o0 map traditional dynamic
to. symbolic models{5.6].

is

Note than could in

principle, base

an autonomous system
its operation, diagnosis, repair,
planning, and other activities on a single
comprehensive model of ts environment.
However, such a model would be extremely unwicldy

to develop and lead to intractable computations in
practice[2]. Instead, our uarchitecture employs a
multiplicity of partial models 1o support system
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objectives. As indicated, such models differ in
level of abstraction and in formalism. The partial
models. being oricnted to specific objectives, should
be casier to develop and computationally
tractable(3]. However, this approach leads to scts
of overlapping and redundant rcprescntations.
Concepts  and tools arc necd to organize such
representation into a coherent whole.
Morphisms[3,4,12] can conncct models at different
levels of abstraction so that they can consisiently
modified.

Fishwick([13,14}
concepts  and
is able to

has cxtended process abstraction
implemented a simulation system that
switch between levels within  simulation
runs. However, although the nced for multiple
tevels of abstraction hus been  recognized in
mainstream Al, there has been little consideration
of the importance of the morphism concept to this
issue. But just as tools are needed 1o cnable agents
to plan, diagnose, and rcason cffcectively  with
respect to particular objccts, 50 tools are nceded 1o
organize the various models that support such
planning, diagnosis, and reasoning. An organized
model base enables the agent ¢ deal with the
multiplicity of objects and situations in s
environment and to link its high level plans with its

actual low level actions. Such a model base is a
special  case of multifacctied model base
management[3].

The SES/MB framework provides an  ability to
develop model-based planning systems. It can
supports:

(1) multiplicity of partial models 1o support system
objeclives (multifacetted modelling).

(2) integration of dynamic and symbolic models at
different laycrs (hicrarchical architecture).
(3) multi-abstraction o integrate related models

(systcm  morphism),

(4) cxccution, control, diagnosis, and repair (event-
bascd control).
(5) sclection/retricval ol initial/modificd planning
models (pruning and reusability).
r——{ SYSTEMENTITY STRUCTURE BASE |——1
pruned
structures entiy
SUUC:L_’OS
transfarm
r
ratrieve
II MODEL BASE II
v
model | work ng
structures | memory
Figure 1. The System Entity Structurc/Model Base

(SES/MB) Environment



3. EXAMPLE : SPACE-BORNE LABORATORY

As an cxample of a model-based architecture for

hicrarchical cvent-based control  we  consider a
space-borne, robot-managecd laboratory
environment for chemical, biologicai and other
scientific experiments upon the planned Space
Station.

It is timely to begin cxploration of advanced
robot-controlied instrumentation. [For cxample,

handling fluids in orbit will be ecssential to many of
the experiments being planned in  munufacturing
and biotechnology. However, the micro gravity
conditions ol space nccessitate radically different
approaches to fluid handling than common on
carth. As expericnce in space accumulates,
approaches and instrumentation will likely undergo
continual modification. cnhancement, and
replacement. Thus robots for managing such
equipment must be  highly autonomous and flexible
so that constantly changing cnvironments can be
accommodated.

assume  (hat
and  sensory

In designing the robot modcels, we
nceessary  mobility,  manipulative

capabilities exist so that we can focus on task-related
cognitive requircments. Such capacitics, the focus

of much current robot rescarch, are treated at a
high level of abstraction obviating the need to solve
current  technological  problems.

The taboratory cnvironment is constructed on
the basis of object-oricnted and hierarchical models
ot laboratory components within DEVS-Scheme  [5].
L.aboratory configurations will be determined by
issuing natural language commands which initiate a
pruning  opecration of the  entity  structure

knowicdge representation. The laboratory model
is designed to be as gencric as possible.  However, as
stated, the focus will be wupon fluid handling in
microgravity which presents a variety of problems
that arc unique to spacc.

Figure 2
cntity

illustrates the approach waken. The
structure  for SSL (Space Station Laboratory)
decomposes this cntity into a structure knowledge
part and experiment (goal) knowledge part:
STRUCTURE and EXPERIMENT. The former specifics
how to construct the autonomous system, and latter
concerns how to achieve given cxperimental goals.
Each of the entitics will have one or more classes of
objects (models) expressed in DEVS-Scheme 1o
realize it.

The EXPERIMENT has a
hierarchy: high-level model
model (MM), and low-level modcl
associated with Model-Plan  Units
clements), MPUs: HMPU, MMPU,
STRUCTURE vpart, respectively. Each level is
designed  to represent  cxperimental  knowledge
nceded to decompose a given task into a composition
of subtasks.

three level abstraction
(HM), middlc-level
(LM), which arc
(cognitive control
and  LMPU  in

The SPACE and OBJECTS decomposing STRUCTURE
are designed for the simulation-oricnted knowledge

representation, which consist of controllied model
within DEVS environment. The SPACE 15 a
controller and OBIJECTS arc controlees in  a

"controlled mode!l” structure 5]

Each OBJECT is specialized into ROBOT and EQUIP.
And each ROBOT is decomposed into MOTION. SENSE,
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and BRAIN. EQUIP is a generic entity for laboratory
cquipment and is modcled much the same as the
ROBOT. However, EQUIP has no BRAIN and its

MOTION and SENSE subsystems are always passive
(we are considering "dumb" equipment here).  Note
that OBJECTS is dcfined as a multiple entity (any
number of instances may be gencrated for such an

entity), and with the pruning discussed earlicr, we
can have any desired number of ROBOTs and EQUIPs
in the laboratory.

Each Robot's Cognition system (BRAIN) is also a

controlled model containing a SELECTOR as
controiler, and MPUs (Model-Plan  Units) as
components. MPU is specialized into HMPU, MMPU,
and LMPU corresponding (o the EXPERIMENT
abstraction hierarchy just mentioned. HMPU is a
high level MPU which manages the actions of the
next level MMPUs, cach of which perform the
same function with respect 1o the tower model
LMPUs. The latter employ cvent-based control logic
to interact with the cenvironment. These three
types of MPU arc represented at the same level in
our entity structure but conceptually they reflect
the hierarchical decomposition structure of the
EXPERIMENT models.
— @:S5L. — STR — ¢ ROBO
STR
ssl-dec | ACBO
str-dec I
SR o rob-dec
o EQUIP: SPACE OBJECTS BRAIN  MOTION  SENSE
FQUP (1]
OBJECT brain-dec
squip-spec
obj-spec
SYANGE MPUs SELECTOR
MIXER ,__J.Igm L
HEATER MPU
STORAGE EQup
WASTE
p-== & MPL
MPU
mpu-Spec
u
r T 1
HMPU MMPU LMPL
mmpu-spec Impu-spec
SECT I 1
OBLGETTING  INJECTING ACTION \AS!JAL CDOPEFJAT}ON TASK
OBJ.PUTTING ADDING
SAMPLING FINISHING act-spec coop-spec
WASHING MIXING
HEATING r T 1 I 1
MOVE  PUG PLACE ASSiG OFER
0T r— & SYRINGE
TASK SYRINGE
task.dec
COMM-PROTOCOL oPERATION Syrngg spec synn-sie-spec
oper:dec SMALL
SYRIN-G SYRIN-EX SYRIN.D  MEDIUM
oPERATOR DIAGNOSER LARGE
op-deo oi-qec syfin-dec
vy CONTRL  EQUP  LIAGN MOTON SENSE  SYAIN<M  SYRIN-E
e 9HM v uiM
El)F MM iM
wxp-dec [ -
JA mim-dec mmrspec
I} MOVE  SYRINGE
LMs OBJ-GETTING  INJECTING PLUG  MIXER
hm-dec hm-spec fll OBJ-PUTTING ADDING PLACE  HEATEA
WM 1 SAMPLING FINISHING ASSIS  STORAGE
s MIXT MIX2 WASHING MIXING OFER WASTE
] HEAT! ~ HEATZ HEATING VISUAL
MM DILUTE? DILUTE2
Figure 2. Partitioned SES of Robot-Managed

Chemical Laboratory



4. EVENT-BASED CONTROL

DEVS (Discrete Event System Specilication) [6,11]

models of cquipment can be uscd to guide robotic
manipulation of devices in the exccution of typical
laboratory procedures such as filling, mixing,
heating, etc.

In the conventional approach to control, the
controller sends out a command to the data
acquisition sub-system to sample the process at
regular intcrvals. When the sampled value
returns, it is stored and tested. Depending on the
outcome of the test, a corrective control action

command is cmitted. Testing of the sampled value
is performed by determining whether it lies within
a window, i.c., a sub-interval of the sensor output
range.

The alternative form  of
event-based control, was introduced by Zeigler
[6,11]. In this control paradigm, the controller
cxpects to receive confirming scnsor responses 1o
its control commands within dcfinite time windows
deicrmined by its model of thc system under control.
This control unit is consisted of a planner,
controller, and diagnoser, and internal models
derived from the lowcer-level part  of the
EXPERIMENT abstraction hicrarchy as shown in
Figure 3.

control  logic, called

The planner works by
backward from the goal until
(possible starting states  of
arc recached [5).

devcloping  paths
the given inttial states
the controlled system)

The event-based operator, consists of the two
components, a controller, DEVS internal model.
Such an opcrator is one sub-component of a LMPU
within a robot cognition modecl. The controller is a

generic cngine, similar o an inference engine in
cxpert systems, which uses the internal model, LM
(c.g. MI-0). The controller obtains information
from the model rclating to command, and expected

responscs times and windows. Then, it issues these
commands to its controlled device, ME. If the
mode! is valid, and operation procceds normally, the
underlying homomorphic rclation (discussed later
in detail) is maintained between the model and the
controlled device. The controller ccases
interacting with the device as soon as any
discrepancy occurs in this relationship and calls on
a diagnoser to figure out what happencd.

the controller has detected a  scnsor
discrepancy, the diagnoser is aclivated.
Data associated with the discrepancy are passed on to
the diagnoser. From such data, the diagnoser tries

Once
response

to discover the fault that occured by using its
diagnostic model, (e.g., MI-D).
An cssential advantage of cvent-based control is

that the error messages il issucs can bear important
information for diagnostic purposecs. This
possibility aries when a DEVS model is devcloped for
the process and used to dctermine the time windows
for sensor fcedback. As a sidc benefit, causes for
other-than-cxpected responscs may also be deduced.
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Start (Goal)

LMPU
QOperator Diagnoser
PLANNER MI-0 CONTRL > D1AGN MI-D
—1/
A\
Command Sense
Figure 3. Event-based Control Structure

S. MODEL ABSTRACTION HIERARCHIES

Models of intelligent agents must represent not
only a decision making componcent, but also the
model of the real system the decision maker uses to

arrive at its decisions. Such modcliing is based on
homomorphic prescrvation ol the input-output
bechavior where inputs arc operation commands (o
the system and outputs arce responses of finite-state
sensors attached to the system (o observe its state.
Selection of controls and sensors must reflect the
operation objectives. An atomic DEVS modcl
abstracts incremental micro-statc  transitions  from
the continwous model and replaces them by time
windows taken for macro-state iransitions (which
correspond 1o crossing of scnsor thresholds). A
coupled DEVS model abstracts the behavior the
composition of lower level DEVS models.

of

models.
state model of the
most  refined model
models arc related by

Figure 4 rcpresents abstraction related
At the bottom, MB is a continuous

system being controlled (the
considered for it). Other
abstraction, i.c.. a form ol bhomomorphic rclation.
ME is a discrete e¢vent model derived from MRB, and
MI-O and MI-D are two diffcrent abstraction models
of MI (for operation and diagnosis, respectively)
which in turn is an abstraction of ME. Each
abstraction is governed by an  underlying
morphism. ME serves as the cxternal model of
each device, whercas MI-O and MI-D serve as the
internal models used by the low level cvent-based
control units (LMPU).

(high-level model) HMI-O  HMI-D

(meddle lever model)
MMPL

............ 2% S S
TN TNV

(DEVS internal model

(DEVS external model}

{combnuous base model)

Figure 4. Abstraction Relatcd Models

Sets of MI-O and MI-D can be composed into
higher level models (MMI-O and MMI-D) and
abstracted to represent more global state transitions
(used by MMPU). Likewisc, HMI-O and HMI-D are
the highest level models which represent  global
state transitions (used by HMPU). In this way, the



higher level exccution units use their own models,
which are abstractions ol compositions of lower
level models, to control their subordinates. The
abstraction process is donc by aggregating stales

and windows of lower level modcls.

The levels of abstraction just illusirated can be
formalized using system morphism concepts(3.5].
By generating a hicrarchical structurc with models
of different levels of abstraction we  can
systematically integratc the highest level  goal
command with most rcfincd dynamic models.

6. HIERARCHICAL EVENT-BASED CONTROL

As stated carlier, the
excmplifies hierarchical

robot’s cognition
event-based control. This
structure is derived from the EXPERIMENT modecl
abstraction hicrarchy in  which a higher-level
model unit uses its associated model to supervise
lower-level model units.

system

There are three levels of Modcl-Plan Units: high-

level (HMPU), middle-level (MMPU), and lowest-
level (LLMPU),

The HMPU first formulates a given task (e.g.,
command from earth bascd scicntist) and then
divides it into action-oricnted sub-plan  units,
MMPUs. Here actions are scquenced (planned) by
chaining necessary actions in a combincd
forward/backward manner starting {rom thc given
target action which is assigned by the 1task
formulation process.

The MMPUs in the hicrarchy arc deccomposed

again into LMPUs. To control its lower level units,

MMPU has abstracted states and (imc windows of its
fower level LMPUs.

The LMPU is the lowest level in the hierarchy
which employs the event-based control logic for
operation and fault diagnosis.

The hicrarchical cvent-based control  structure
is shown in Figure S. At cach level, the control
unit has its own intcrnal model and controller to
supervise its sub-component units. There arc two
types of messages in the hicrarchy: goal (command)
and donc (rcsponse) messages. The goal is divided

into a set of subgoals in top-down manner, whercas,

the done messages arc gathered in  bottom-up
manner. There are thrce types (+,0,-) of done
messages: + is for a success, - for a fail, and 0 for an
wunknown. The unknown message may be duc to
the lack of available sensors or complex fauli

associated with other units in the hicrarchy.

As a concrele illustration, let us sct up a mixing

cxperiment, i.e., "mix x amount of liquid-A with y
amount of liquid-B" in thc spacc-borne laboratory
cnvironment. To perform such a task, a robot must
identify a syringc required to sample a liquid-A,

then bring that syringe to the identified storage in
which liquid-A is stored, and perform the sampling
from the storage, and so on. As shown in Figurc 6,
the HMPU manages such
(MMPUs), with each action unit
into smallest action units (LMPUs).

aclivation
(MMPU)

sequences
divided
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m,u,\,

MM model

HMPL
Controller

Start (Goal}

-LM model

World

External

Hicrarchical Event-Bascd Control
Structure

Figure 5.

Mx x amount of iquio-A
with y amount of lquiz B

HMPU

Activation _g.
sequence

MMPU

LMPU

MOVE .
O ge A) STORAGE (4)

Mixing Examplc ol Hicrarchical Event-
bascd Control lLogic

Figure 6.

7. AUTONOMOUS SYSTEM GENERATION

buse and
supplics the
with a
we  have
and

DEVS model
cntity structure
to gencrate a control structure

In other words, once
available resources  (structurces)

Having
constructed
framework
given goal.
specified the
their behavior characteristics
specify how to plan, ti.c.,
accomplish a goal. In our SES/MB f{ramework
approach, the planning is viewed as a pruning
operation which gencrates a candidate structure.
As shown in Figure 2, the STRUCTURE cntity
represents an c¢xccution structure  which  has  the
possible configurations of a system to be pruned.
On the other hand, the EXPERIMENT ecntity
represents  a  goal structure  which has the possible
alternative goals. The exccution  structure is
pruned by the pruned goal structure. By issuing a
command. the system should autonomously:
interprete command, plan the activation scquence,
sclect models, exccute the plan  using  control,
diagnosis, and replanning 1o assurc  cventual
successful execution. Figurc 7 depicts a model-
based mecthodology generating  autonomous
system as follows ;

developed
the system

(models), we have
allocate resources 1o

to

for

1) Load the
organizes
including
knowledge;
2) Interpret the natural fanguage stated task goal 10
map into the predefined domain knowledge (SSL);
3) Check the cntity struclure base (ENBASE) 10 sce
whcether there are alrcady cxisting plans  (pruncd

system cntity structure
all  available  domain
experiment  knowledge  and

(SSL) which
knowledge
structure



entity structures); if not, select necessary models
and sequence actions by pruning to the goal
knowledge part of thc sysiem entity structure
(EXPERIMENT);

4) Construct a model struclure by pruning the
exccution knowledge part of the system entity
structure (STRUCTURE);

5). Transform the model structure into an
autonomous system architecture by synthesizing

component models from the model base, MBASE.

6) In the fault case, reprune (replan) the SES by
issuing the repairing goal and repeat from step
(3).

7) Save the results for rcusc; states of each model
into MBASE and PES (pruncd ecntity structurc) into
ENBASE.

The reuse of existing plans formulated as pruned

entity structures is similar in spirit 1o the case-
based planning approach {15,16].
SSt.

roplan rotriave

execution goal

control planning

rdhagnosis scheduling

structure structure

i

PES
simulatable
structure

l synthesis

execution

(simutation)

savs PES
(experisnce
update)

save siates
(resource
ctates

change)

Autonomous  System Generation

Figure 7.
Methodology Using SES/MB

8. CONCLUSIONS

the basis of the SES/MB framework
in DEVS-Scheme, we have extended
knowledge/model  base tools to
of hierarchical event-
We have developed the
methodology of the autonomous system generation
by integrating the exccution structure (resources
structure) and planning  structurc  (resources
allocation structure).

Building on
as implemented
the ability of our
support model-based design
based control structure.

the model-based approach,
multi-level, and

As described above,
cmploying multi-abstraction,
cvent-based control logic, has bcen demonstrated in
the design of a robot-managed space-bornc
laboratory environment. We have applied our
autonomous system fluid  handling under
microgravity conditions. Although much of the
methodology has been implemented, much work
remains to complete and verify the working system.

to
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