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Tn the present study, 3 fwo-:tep an-line rabust
control is proposed. Step cne feals with the systam’'s
rnominal design. Step two handles the tuning of an on-

line filter. The tuning method is based on a stability
index which is on-line determined. Parameter variations

including those with large amounts of dead time were
investigated. The proposed method provides 2 sys
approach to salve the problem of robust design

improper given bounds of the moceling error.

2.THE CONT..0L SYSTEM

Consider a contro. system shown in Fig.l. G(s} is
z nominal plant of the actual system &,(sv. The
transfer furction of G(s; is expressed as
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Fig.1. A two-parameter control system.
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The functior lmfw) is a pesitive scalar one. R(s}
sy, T(sy, and Nu(s) in Fig.l are polynomials of s.

The contral system can be modified *e an ints=rnal medel
control (IKS) structure {Fig.2). The block diagram is
equivalernt to the original system with a Smith predictor.
The transfor function cf the contrelier G.{s) is given
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Fig.2. A complete IMC structure.

A(s)
G (8) = —————— 3
A(s)R(s) +B(s)S(s)
A filter k- F(s) is added in the feedback loop. The

parameter, k, i1s on-line determined, The functisn F(s)
which is the same as that of Morari and Zafiriou [7]
it expressed as

sy= 4)

A desired closed-loop transfer function is ziven as

Bu(s) -:s

Bu(s) = 2 (5)

A ls)

Control system design based on the nominal plant gives

B(s)T(s) __Bm(s) ®
A(SIR(S)+B(s)S(s)  Au(s)
Nu’s) is chosen as [8]
No(s)=(s+1)" M

where i equals the degree of R(s..
Detailed information about the design approach can he
found i ref. [91.

3.ROBUST CONTROL

Based on the block diagram of Fig.2, a robust
stability index is defined as
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where .y(1) is the difference between the actual
sutput yo(t) and the model output y(t). The L. norm
is defined as
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Iy e= [ vty (9
The constant C, in Eq.(8) is given as
Ci=supi Ba(GWT " (GWISCWFGu) | (107
W

The functions, Ha(iw), T(iw), S(jw), and F(jw) are off-
line determined, RSI is then used for stability

indication. The criterion is given as the follcwing
theorem.
Theorem. The closed loop of thz actual system is

stable, if the follawing conditions hold:

{i)  The controller Ge(s) stabilizes the nominal plant
G(sJ.
(i) G(s) and Ge(s) have the same number of poles on

the imaginary axis and in the right half plane.
fiily RSI-C1. (i)

<proof - Based on the block diagram of Fig.?, the cutput
variable from the nominal plant is written as

Yis =T(5)3.(s)G(s)Va(s) —kF(s)S(5)G{s)G(s) uY(s)
(12

dyiti e osup 1 GGW  Hu( ) (12
L)

Hence, Fg.(12) gives
Py ¥ eSsup | TGRGGWEEW D Bya(till .
W

=k sup | FGWSUWGGwGGw | 1 Lyl
[

=Ca v a—kC 2y | 4
where
Ce=sup | Ha(GW) | .
¥
By using Eq.(8), Eq.(14) can be written as
Ty b a<Callyo §u+k - RSIN 73} (15)

The relationship hetween §y(t) . and |l ye(t) I o then
becomes

c
Dy el ————  yo (8) I (16)
1—k - RSI
Under the condition of
ke« RSI<1 an



if lye(t) 2 is hounded, then f y(t) || = is bounded.
The definition of the RSI gives

RSI
1Ayl = By ha 18)

1 ~

Since [y(t) 1. is bounded, then || Ay(t)§. is also
bounded. Bounded || y(t) . and | Ay(t) | . indicate
that §yo(t) = is alsc bounded. Hence, the control
system is stable. Since RSI<1 implies k « RSI<1 with
ke (0,1], the proof is complete.

For on-line applications, an index, RSI(t), is
defined as

{ ‘E:y(t)’dt]' 2
RSI(t) =L, —
[I'y(mdt]' 2

a
by I
T

=0 — 19
by 12 a9
T

where the subscript T denotes the truncation of the
function.

Corollary: The closed loop of the actual system is
stable, if the following conditions hold.

(i)  The conditions (i) and {ii) of the theorem hold.
(ii) RSI(t)«1 Qo

<proof> It is easy to verify that satisfying Eq.(20)
will mean Eq.(11) must he satisfied, too. Thus, the
proof is complete.

Tuning of the parameter, k, is the next step.
Theoretically, for robust performance, the closed-loop
system must meet the following sepcification [7].

| =k FUMG GGG IR ) [+ | FGWE G lndw) |
<1 D

where ¥a(w) is a frequency-dependent weighting function.

The method for determination of F(s) is the same as
that of Merari and Zafiriou [7]. If RSI” is defined as

RSI°==1-—| [1-k- F(jw)Gc(ju)G(ju)]wd(w)] Wia  (22)

then wa is the frequency where the left-hand side of
Eq.(21) is at its maximum value under the specification
of Eq.(21). The first calculated RSI® is obtained with
k=1. Since the condition of k+RSI<1 implies that
the control system is stable, determination of k is
based on k- RSI(t) being no larger than RSI°. The value
of k is on-line calculated by
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RSI®
Colbay B iy Be
T T

. RSI(t)>RSI®

(23)
1 . RSI(t)=RSI®

Thus, on-line robust design is achieved.

4. ILLUSTRATIVE EXAMPLES

Two examples are given to illustrate the proposed
algorithm. The first considers the modeling error of
dead time. The second investigates parameter
variations, including differing amounts of dead time.

Example 1. With a second order system, the transfer
function is Ga(s)

1

Go(s)= 2 (24)

—_—
s*+2.55+1

in which the nominal plant is a model without dead
time.

1
6(s) = —m—— (25)
s*+2.5 s+1

The closed-loop transfer function is given as

Ha(s) = (26)

s?+1.4 s+1

Based on section 2, the controller is designed. The
polynomials, R(s), S(s), and T(s), are determined as
follows:

R(s)=0.49 3*+0.851 @D
S(s)=0.8075 s*+1.939 s+1 (28)
T(s)=(0.7 s+1)* (29)

The robust design is based on the given modeling
error, lm(w).

(30)

The parameter, ». of the filter is determined when
Wa "(jw)=2.0.

3. =4.77 3L
RSI” is then obtained as
RSI®=10.465 (32



in

The cutput responses and input variables are shown
Figs.2 and 4, respectively. Based on the proposed

method, better performance was obtained.

Exanmple Z.
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Consider the trarnsfer function of th
stem Gel{s).
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Fig.3. Output responses (Example 1).
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Fig.4. Input variables (Example 1.
— gn—] ine adjustment of k
Gn(s)—-—-—l—'}—e ‘e (33)
s?+s+1

If the nominal plant and the desired closed-loop
transfer function are the same as those of example one,
the off-line design will be identical. The output
responses and input variables are shown in Figs.5 and 5,
respectively. Again, the proposed method improves
perfocmance significantly.
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Fig.5. Output response (Example 2).
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Fig.6. Input variables (Example 2).
————-On—l{ne adjustment of k

5.CONCLUSIONS

an on-line method for robust control of a system
with dead time has been developed. A parameter of the
filter in the feedback loop is on-line tuned. The
problem of robust design with an incorrect given bound
on the modeling error is solved.

The proposed method is a general approach, in which
the tuning parameter is & variable. Simulation showed
that the proposed method improved the perfcrmance of
the control system significantly.
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