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Abstract

terns

In the recognition of similar pat—
like profile contours of human faces, fea-
ture measure plays important role. We extracted
effective and general feature by B-spline approxi-
mation. The nodes and vertices of the approximated
curve are normalized and used as features., Since
the features have both local property of curvature
extrema and global property by B-spline approxima-
tion, they are superior to those of curvature
extrema of the profile contour. For the image data
of six sets of 56 persons, some of which are ill-
made, averaged accuracy rate of 97.8 % is obtained

in recognizing combinational 333 test samples.

1. Introduction

. A [1-3]

B-spline is introduced in the recogni-

tion of plane curves in view of the general recog-

nition system and the desirable conditions of
(fitting) is

applied under the criterion of least squares.

features. B-spline approximation

In the recognition of face ima%ggé] wany  me-
theds have been developed so far. None of
them, however, are suitable for the general recog-
nition

system. One representalive work by Harmon

et al. got accuracy rate of 96 % in the recog-

nition of profiles. but their method lacks in
generality. In recognizing plane curves such as
profiles, it is desirable to have such properties
(2) high

separability of classes, and (3) generality.

as (1) ability to characlerize a curve,

2. Features and Distance
Two points of nodes, vertices and knot points
are uscd as the reference ia normalizing approxi-

mated profile (B-spline curve). 1In the case of

nermalization by nodes, nodes of a curve are so
{Fig.1) is the

Cartesian coordinates and the line

arranged that node 1 origin of
conpecting
node 1 to node 9 coincides in the y-axis with
normalized length. Festure selection is one of the
importunt subjects in pattern recognition and must
be evaluated eventually by the experimental re-

sults which feature or feature set is effective.

We have taken x— and y-coordinate values of the

points as feature set as they include iwplicitly
the information of all the combinative features of
length and mngle of the points and have generali-
iy. In the selection of feature set, five feature
sets are considered by the combination of normali-
7ing reference and feature points. With the re—
ference points of normalization by nodes, vertices
and knot points, the coordinate values (x,y} of
nodes, vertices, and knot points are Loken as a

feature set. The notation VN , for example, means

that the reference points are taken from
fvertices” and coordinate values of '"nodes” are

taken as the feature set. KK is the case where the
are taken from the knot points
and the

reference points

{on the original contour) coordinate
values of knot points are used as features.

As for the number of features, {iwo cases are
compared: 16 for coordinate values of eight points
made by CCE only, and 22 for those of 11 points by
CCE plus auxiliary points.

Two kinds of distance are used to match stan—
dard and unknown pattern; EBuclidean aud Mahalano—

bis distance. In Buclidean distance, three types
are considered and compared according to weightl
function for each features. They are denoted as

follows:

“tememy,

.. ,,,.-""A‘ ( a )

a) Profile contour and knot points.

b) Nodes and vertices of B-spline curve

Fig.l & Profile Contour and its Approximated
B-spline Curve.
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1) E_1, weight of unity for all features.

2) E_T, weight of inverse of total variance
for each feature.

3) E.W, weight of inverse of within-class
variance for each feature.

4) MAH, Mahalanobis dislance, assuming that
the wvariance-covariance matrix is same in all the
classes.

3. Data Set

In. approximation step, input data has been
composed of 25 persons taken by CCTV camera once
everyday for five days. We call these five sets of
25 persons {123 profiles) "SET A".
later, profiles of 24 persons among 25 persons who

In this

Seven months
are same as above are taken again. case,
different data scquisition system, was uscd. We
call this one set of 24 profiles "SET Al". Another
seven month later, image data of 31 persons who
are different from those of SET A are taken six
times in a day with the same data acquisition
system of SET Al. We call these 6 seis of 31
persons (186 profiles) "SET B".
"SET T"
SET A, SET Al and SET B, which results in six sets

of 56 persons (333 profiles altogether).

Another data set

is composed of total data by summing

In the experiments, standard and unknown

patterns are made by the combination of a given
data SET. For example, if data SET A (123 pro—
files) is given, four data sets are used for

standard pattern and the remaining one set is used

as test sample. All the combination <chooging 4

from §

resulting in 123 test samples, are
When all the

123 samples are also tested usink all 5 sets for

sets,
tested, summed and expressed as ¢ .

standard pattern, it is expressed as "close".

4. Bxperiments 1

The main object of the experiments in this
is to see which metric and which feature
Given the dala SET A,
rates by three types of Euclidean distance are
The results show that EUD_T is

and EUD_W is the best for all

section
set  is the best. accuracy
shown in Table 1.

better than EUD 1,

the feature scts. As for the MAH, the results are
shown in Table 2 together with lhe EUD_W for com-
parison. of MAH are better than
those of EUD_W.

Focusing on the open case by MAH,

Accuracy rates

the best
accuracy rate (99.2 %) is acquired in NN, NV, VN

apen Aceuracy (%)
Method or
close EUD 1 EUD_T EUD_W
open 78.0 3.6 92.7
NN
close 96.7 96.7 95.9
v open 80.5 86.2 91.2
N
close 99.2 99.2 99.2
N apen 74.0 82.9 83.7
close 93.5 93.5 95.9
w open 75.6 84.6 87.8 .
close 395.9 95.9 98.4
open 73.2 86.2 80.2
KK
close 96.7 96.7 7.6
Table 1., Accuracy Rales of Buclidean Distance in
ata SET A
Num. “ RUD_W MAH
Method of -
feat. | Open (%) [Close (%) | Open (%)
16 93.5 98.4 98.4
w 22 92.7 95.9 99.2
16 90.2 99.2 97.8
N¥
22 91.2 99.2 ! 99.2
16 83.7 95.9 98.4
UN
22 3.7 95.9 99.2
16 84.6 93.4 97.6
vy
22 87.8 98.4 99.2
16 87.8 98.4 94.3
KK
22 90.2 97.6 96.7

Accuracy rates of MAH in closed case are all 100%.

Table 2. Accuracy Rates by MAH and EUD_W
in Data SET A

and V¥ with 22 features. With 16 features the
results are almost same. This means that any refe-
rence and any feature set works equally well by
MAH, On the other hand in EUDs, NN and NV are more
effective than VN and V¥. As a whole, NN is consi-
dered to be a desirable method in EUDs and all of
the four feature sets work well in MAH. The only
failure in the best results marked second candi-
date with slight difference.

One important result can be obtained by com—
paring NN with KK in Table 1 and 2.

of KK are curvature extrema of original profile.

The features
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On  the other hand, NN uses features of approxi-
maled curvature extrema of B-spline. Since the two
feature sets correspond to each other, absolute
comparison is possible. In spile of the approxima—
tion errors of least squares the accuracy rates of
NN are better than those of KK. The reason is

analyzed as follows. The features of KK represent
If the features

the validity of

local characteristics of a curve.
have some variations in a class,

local characteristics decreases. In NN case, how-

ever, a node is determined by its neighboring

three vertices. FRach vertex mainly shares the

information of its neighboring four curve segments
of original curve, Furthermore, nodes are approxi-

mately curvature extrema in a B-spline curve.

Rince the variations of vertices are smoothed by
least squares approximation, the nodes are also

smoothed even though they contain least squares

error. The vertices and nodes acquired from the

profile by approximation also characterize a cur—

ve. In other words, nodes and vertices have global

properties as the features of a "curve" though

they are "points". The two properties, local

characteristics of smoothed curvature extrema and
global characteristics, make the NN features ro-—
busi to some variations in the curvature extrema
of original curve in a class.

Next experiment is to check the influence of
time deterioration and difference of data acquisi-
tion system. Taking SET A as standard paltern and
Table 3 shows the results.

is better than RK as

SET Al as test sample,
While NN before, =all the
resulls are generally not good, Time deterioration
cleared

might be one of the reasons, bul it was

out that the effect of system difference is a

major reason. Taking the system difference into

consideration, howsver, BN of MAH caused only one

failure, which wmeans it is insensilive to some
variations.

For the data SET Band SET T, almost of the
results have same trends as those of SET A. In the
best result of
obtained in NV and V¥ by MAH. Half of ten

SET AL,

cage of SET T as shown in Table 4,
97.6 %

failures by NN came from the data which
were Laken by different dala scquisition from data
SET A. Two failures c¢nme {rom the variations
around the mouth. Some people in data SET B opened

and closed mouth irregularly.

B kE W% 88/7
Method BUD W (%) ‘ MATL (%) J

NN 16 (66.7) 1 23 (95.8)
KK 15 (62.5) 1 20 (83.3} l

Kumber of test samples : 24

Table 3. Results of Time Deterioration and
Difference of Data Acquisition System.

i
Num. EUD W (%) MAH (%)
{3 i -
féat.]Open Close | Open | Close
1 b
| 16  aa.s | o4.6 {96.1 | 99.7
NN | \ H
{22 | 90.0 | 95.8 | 97.0 | 100
» | ;
i §
.16 1 8.9 | 95.5 | 95.8 | 99.7
Ny ! «
| 22 | 88.8 | 96.4 Yar.0 | 100
c16 | omz.o lomoz los7 ] o100
o |
22 | 81.9 | 90.4 & 97.6 | 100
‘16 | 85.0 | 94.3 |95.5 | 99.7
vy |
g2 85.5 92.5 97.6 100
i
16 | 88.0 | 94.9 1956.2 | 100
KK
22 | 88.8 | 95.8 194.2 | 100
! ~ |

6 sots of 56 persons (333 samples) arc tested.

Table 4. Accuracy Rates in Data SET T.

5. Experiments 2

The object in this seclion is to show the
contribution of global and local properties of M
to the recognition experimentally. The global and
local properties are investigated by exchanging
the features of standard pattern and test samples
between NN and KK. First,

made of KK features and the

standard patterns are
features of test

samples are made of NN features. This method is

expressed as KK NN, NN_KK is the opposite case.
of NN KK and KK_NN methods for the

are shown in Table 5 together with NN

The results

data SET A,

and KK again.

The difference, NN - KK, means the total

compared

As for

improvement of rates by using NN method

with KX and marked with "1)" in the table.
the NN KK method, the features of test samples
global information while the standard

NN — NN_KK,

have  no

pattern has. The difference, can be

considered as the portion increased by global

information. On the contary, the difference bet-
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EUD_W MAH

Method B SO
|
rato dif. { rale | dif.
e
EN 92.7 99.2 .
2.5 o .8 1)
Y 90.2 9.3 |

NN_KK 85.4 | 7.3 93.5 5.7 12)

KE_NN 87.8 |-2.4 a5, 2.8 3)

1) NN ~ KK ¢ Total improvement.
2) NN ~ NN KK : Portion of glubal information.
3) KK ~ KK'NN : Fortion of local variations.

Table 5. Accuracy Rates by Exchanging Feature
Sets between NN and KK in data SET A.

ween KK _NN and K_K can be considercd as the por-
tion decreased by local variation., In local varia-
tions, two components can be considered. One is
th approximation error which operates as a nega-
tive factor. The other is the smoothing component
that operates as a positive factor.

In all data SETs, the sum of two differences,
marked by "2)" and "3)" in the tables is positive,

which means NN method conlributes to the rates in

spite of some approximating errors. This trend
corresponds with the result of total improvement.
Paying attention to the difference 3), the value

0.0 (SET B) to 1.5 (SET

T) uoccording to the number of profiles for

is increasing from -2.8,
stan—
dard pattern increase. This indicates that appro-
ximation process gels smoothing effect rather than
approximation errors as the number of profiles for

standard pattern increascs.

6. Separability and Reliability

As for the separability, the ratio of within-
class variance to between-class variance for cach
feature of NN and KK is comparcd. In case of datla
SET A, of KK have

slightly bigger ratio than those of NN. For the

only four of 22 features

remaining 18 features, the ratio of NN features is

bigger than those of KK with clear a difference.
This also shows that the separability of NN fea—
tures is improved by the global property of nodes.
Reliability of the results of recognition is arbi-
trary defined as a function of the difference
between the first and second candidate. Reliabili-
ty also coincides with the result of accuracy

rates.

7. Conclusions

Tt is a well known property in computer gra-—
phics that a change of a vertex affects only
"local” parls of a B-spline curve. In the recogni-
tion, howaver, Lhe vertices and nodes have
"global™ property as well as local property after
least squares fitting. Making the most of B-spline
properties, we have obtained 97.6 ¥ of accuracy
rate for 333 test samples. Furthermore, our method
is suitable for a general recognition system which
also includes processing, data base and applica-

such as CAD, CAM, computer graphics and

tions
measurements., The features (nodes and vertices)
used in recognition could be also used in those
fields as they are. The generality of this method
can be extended in the recogniltion of three-~dimen—

sional curves and planes.
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