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In this paper, the tree coding using the (M,L) multi-path
A hybrid adaptation scheme which employs a block adaptation as

Eng., Seoul National University

csearch algorithm has teen InvesTigated.

well as a sequential zdeptation is des-

cribed for application in quantization and compression of speech signals.

Simutation results with the

hybrid adaptation scheme indicate that a relatively good speech quality can be obtalned at rate about 8

kbps.

All necessary parameters such as M,L and fi!ter~order were found from simuf:tion and these para-

meters turned out to be a good compromise between the complexity and overall performence.

1. Introduction
Speech compression systems usually fafl into
one of two general classes : waveform coders and

source coders. Waveform coders include tradition-
al coding schemes such as PM(pulse code modula-
tion), DM(delta-modulation), DPCM{differential
pulse code modulation) and more advanced scheme
such as fixed or adaptive tree coding [1-37.
Source coders parameterize the speech production
process and transmit a digitized representation of
these parameters rather than a waveform itself.
LPC(linear predictive coding) and formant type

vocoders are good examples of the source coders.

Source coders operate at lower bit rates -
typically provide a reasonable good quality of
speech at about 2.4 kbps, but are far mére complex
then the waveform coders. But the waveform coders
are generally more robust against speaker variation,
background noise and channel errors. Recently a
medium band coding, typically operated at 7.2-9.6
kbps, have received increasing attention. Hence,
waveform coders are of interest when the available
channel bit rate is adequate, although of course
one still wishes to keep the bit rate as low as

possible.

In this paper, attempt: have been made to use
recent techniques from source coding to deyelop a
waveform coder that operates ¢t relatively low bit
It Is

belleved that the bit rate of 8 kbps is effectively

rate of about one bit per sample or 8 kbps.

the lowest rate at which there exist inteiligible
waveform coders with fair subjective fidelity. when
applying tree coding to speech «t 8 kbps, it Is
necessary to adapt the tree coding process to the
short-time changes in speech production. So far,
block adaptation [ 37 or sample~by-sample adaption
27 has been used previously. But we shall con-
sider a free coding using block adaptation as
wel!l as sample-by-sample adeptition. A main moti-
vation of our approach is tte uce of recently de-
veloped speech coding idea to design a code for
medium to low rate speech comjression. Results
obtained by simulation of tle tree coding algorithm

are presented in section 4.

2. Tree Codes
Actually al! waveform coders function sequen-
tially, i.e., a sequence of decisions are made
uniformiy in time and according to same rules. A
DM, for example, predicts according to a fixed rule

and then quantizes the prediction error in a se-



quential manner. As such, the possible decision
outcomes of a waveform coder can be graphically
listed on a code tree like that of fig.2.1. On
each brach lies a letter x representing a deci-
sion outcome. Since all decisions are made iden-
tically, a fixed number b of branches stem fram
each node.

After each sample x4 arrived, the modulator
angments a2 staircase approximation with a positive
and negative step of fixed size(s=1). The example
in the figure 2.1 shows that without exact deci-
sion levels, a binary sequence called a path map
(+1,+1,~1,-1,-1) uniquely reconstructs the decoded

vatues by integrating the map sequence in the de-
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Fig. 2.1 Circuit, code tree, and example

for Linear Delta Modulation(LDM)

Fig. 2.2 Circuit, Code tree, and example
for DPCM with k-tap predictor

The general convolutional tree code is shown
in Fig. 2.2.

with the previous k samples.

Here §+ Is generated at each time
Samp le~by-sampie
adaptation is achieved by the step size logic in
the quantizer proposed by Jayant. For each node
b=2|(l is number of bit in quantizer) branches
stem out as a cundidate for a reconstruction level.
Hence we need zn clgorithm to select the best path,
that is, a path which minimizes the error between
the input sample and b-ary reconstruction levels.
This afgorithm is known to as search algorithm,

and this is very importent procedure for tree code

to give a good quality. )
The optimum croice of {aj, 1=1,2,...,k} is
equivalent to the predictor coefficients in DPCM
{61 or speech analysis in LPC[43, The mean
square error {m.s.e.) of estimation is minimized

[61 if x= L,a;x;4_;»where

1
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where, r is the column vector of autocorrelation
function rit), t=C,1,...,k beginning with r(1), R
is a matrix in tie form of
1 r(t)
r{1) i
er) rfl) 1 :
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and A is a column vector of {a;}.

In the block-adaptation, Aopf is determined
in a frame-fo-frame basis and easily calculated
using one of a variety techniques such as auto-
correlation method or Levinson's algorithm, the

covariance method and Burg algor!thm.

3, (M.L) Search Algorithm

For the tree code to operate efficien)y, there
should be exist a good search algorithm. There
exist many different search algorithms for a tree
coding however, the most simple and eiticient algo-
rithm is believed to be the (M,L) algorithm pro-
posed by Jayant{ 2). This algorithm can be consi-
dered as a special case of Viterbi algorithm [8].

The Viterbi algorithm is optimum in the seme of



IR exzlzined in section 2 czn
& sincle-patr sezrc” case,

rulti-peth trse sezrct js tret

civen semgling instant, dees rot

N

cztle brach-decisior, but keeps slicity
contention for z “inite num-
of moltiepatt
tre Inpot

zibtle with the inztern-
Ytenecus decisions of 2 single~cat> search., Ze-
ceuse of its delayed c! cteristic, multi-peth

tree sezrch is also czlled as celzyed encocding.

h
Y
Gl

ENTRIES CN

BRANCHES ARE
INSTANTANEOUS
VALJES CF
DISTORTION
. W
te) =2 =3 tea
TRANSMIT TRANSMIT

1t M2
ig. 2.1 Explznation of the (I'.L) search

for =1

The (.L) multi-path tree search can be de-

scribed by two parzmeters. Tre first parameter is

1, the maximum number of.branches that cen be kept
in cententicon a2t & given point zlong the tree.
("'=4 in Figure 2,1 : branches kept in contention
gre stown as teevy lines), The consequent breanch
selection is chosen £y minimizing the cumulative

meen square error cifined in eq.(4)

with the cut-cti freguenc,

gnel-to-guentizetion retio wes useg
To evaliate Tre cerformance, eni the cumulative

srror criTerion

errcr vt to Time t was used es
for tranch szelection ¢f L-celayed node in multi-
czth sezrcn.  The dynzric range of 47¢2 was chosen
‘or adagtive quentization.
(1) Effect of block adsptetion

Simulztion results incicete thet the block-
tengtr of 20-4C msec durztion yietds @ good com-
cromise tetween the rapid edaptaticon and tre size

of sice informetion., Tre jood code tree senerzfion

is & key proplem in multi-gath seerch. Thus it is
clear thet hicher order preciction is more powerful.,
in our simuletion, the predictor coefficients were
obtained using the a_+zcorrelztion method (57 znd
the order of 7 wzs found to be zpproximetely satu-
+
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reting pcint in the sense of maximizing the SHE.
Eifect of ' and L

Exceriments have shown that as long as L is
targe enough tc accomodate the delay dictated by
the predictor used in the encoder, the actusl value
of L is not very critical to SNR. EuT longer L can
search the cptimum path btetter., |f the delay L is
too small, the gain in the multi~path search is
alleviated. Therefore in case of 7-th order pre-
dictor, it is adeguzte fc select L to 7 because the
encoder need not have the additional memory for de-

lay. The value of was chosen 4,

Throughtout the

Jayant., 2ut we usec

Tre constent cf 1.2

better guLality tren
crigirnal Jayant's pzremeters (1.Z and
¢t itz multi-path neture. Zut it s

the overall performance is not signi-
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